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SUMMARY

The Image Processing and Informatics Laboratory (IPlLab) continues to thrive during
these difficult economic times. The biggest news, however, is that our lab has moved to
a new location closer to the USC main campus. Our new location is at the Annenberg
Research Park located on 734 W. Adams Blvd. in the Kerckhoff Hall adjacent to the
University Park Campus. IPILab has continued to maintain its course and provide a
bridge of collaboration between the two schools - Viterbi School of Engineering and the
Keck School of Medicine - with research support and establishing new collaborations
and hosting visitors interested in Imaging Informatics training and research. Some of the
accomplishments are detailed:

1. Education and Training

IPILab has received a no-cost extension for a sixth year of a T32 Training Grant from
the National Institute of Biomedical Imaging and Bioengineering (NIBIB), National
Institutes of Health (NIH), DHHS entitled: “Biomedical Imaging Informatics Training
Program” effective September, 1, 2005 — August 31, 2010, totaling about US$1.6
million. Existing trainees continue receiving national recognition as first author in
national presentations, proceedings papers and peer-reviewed chapters and papers.
Currently, we have six T32 trainees — Three are Postdoctoral Fellows, 1) Jorge
Documet, Ph.D., graduating from our own Biomedical Engineering Department, Viterbi
Engineering School; 2) James Fernandez, MD who graduated from University of Hawaii
John A. Burns School of Medicine, has returned for a second year of training and will
enter the USC Radiology Residency program in July, 2011; and 3) Ali Maziad, MD who
completed his Orthopedic Surgery Residency at Ain Shams University Medical School,
Egypt, and passed USMLE Step 1 and Step 2 for practicing medicine in the US, he will
enter a selected surgical residency program in July, 2011. The three Predoctoral
Fellows are, 1) Syed Ashrafulla who graduated from University of Texas and is currently
a PhD student in the Viterbi School of Engineering, USC; 2) Jerry Loo, who will be
complete his MD this coming June in the USC School of Medicine and awaiting a
residency match in diagnostic radiology; and 3) Kathleen Garrison, who is a Ph.D.
candidate in Neuroscience and graduated from UCLA. We are currently submitting to
NIH a T32 Renewal proposal.

As usual, summer activities are the height of our academic year for recruiting new and
young blood into the IPILab for research collaborations. In addition to the T32 trainees,
IPILab welcomed five undergraduate research trainees. The USC Summer
Undergraduate Research Program continues to fund our efforts to recruit and foster
bright young undergraduate students searching for future academic research directions.
The previous summer we were able to recruit four undergraduate students from the
BME program three of whom have remained as Student Assistants in IPILab after the
summer. One undergraduate student trained at IPILab from Wabash College on a
funded fellowship in Electrical Engineering. Finally, we had one MS graduate student,
Joohyung (Luke) Suh, from the BME program who participated in summer training
activities and has continued through the academic year.



Other new additions to our lab, include two Provost Fellow PhD students Ruchi
Deshpande and Ximing Wang from the BME graduate program.

In addition to the milestones mentioned above in the T32 training program, Dr. Anh Le
and Dr. Jasper Lee completed their Ph.D. in BME. Dr. Lee was a previous Predoc T32
Fellow. Another Predoc T32 Fellow, Kevin Ma, a BME Ph.D. student, has passed his
qualifying Ph.D examinations. Dr. Brent Liu continues in the position as co-Chair for the
“‘Advanced PACS-based Imaging Informatics and Therapeutic Application” Conference
of the SPIE Medical Imaging Conference.

Finally, last but not least, Dr. Bernie Huang has been awarded the distinguished honor
of Professor Emeritus of Radiology and Biomedical Engineering, USC and his long-
awaited and new book titled “PACS and Imaging Informatics” Second Edition, Wiley &
Blackwell Publisher January 2010 continues as the best seller at 2010 RSNA.

2. Research Projects

We have continued in our areas of Medical Imaging Informatics research: 1) a DICOM-
RT based ePR system with Decision Support for Managing patients treated with Proton
Beam Therapy; 2) CAD systems for Multiple Sclerosis detection and small Acute
Intracranial Hemorrhage detection on CT; 3) A surgical ePR system for Image-Assisted
Minimally Invasive Spinal Surgery (MISS), the system is currently in clinical use; 4) The
development of an eFolder System for MS Patients; and 5) A multimedia ePR system
for clinical movement analysis in pre- and re-habilitation patients. We enjoyed a
successful RSNA conference in November 2010 with a total of ten presentations. Other
existing long term research projects such as the Data Grid have continued to progress,
and have expanded clinical applications in imaging-based clinical trials, small animal
imaging, and Breast Cancer imaging. Some of the research work continues to be
supported by extramural finds including NIH, U.S. Army Medical Research and Materiel
Command, and the private industry. Since summer 2010 we have been establishing
new collaborations in the area of Rehabilitative Science and Physical Therapy where
multi-media data is utilized in the research field in addition to Patient-related imaging
informatics data.

3. Industrial Collaborations

IPILab has continued R & D collaborations with the private industry including but not
limited to: Fujifilm, USA in the development of PACS tools and performer observer
studies utilizing workflow tools for Mammogram Screening; Calgary Scientific, Inc. in 3-
D thin-client server system with iPhone display technology; and SurgMatix, USA in the
development of an ePR System for minimally invasive spinal surgery; and Aurora
Imaging Technology in collaborating on a dedicated breast MRI imaging data grid for
breast cancer patients.

As described in the Table of Contents, this 2011 Annual Report includes materials
related to the IPILab, IPILab R & D plans and current results, selected published and in-



press peer-reviewed papers during the year, as well as preprints to appear in the
Proceedings of the International Society for Optical Engineering (SPIE) in Medical
Imaging, Orlando, Florida, February 12-17, 2011.

Our research has been supported by:

e NIH/NIBIB Biomedical Imaging Informatics Training Grant T32 EB 00438
USAMRMC/Henry M. Jackson Foundation Subaward 53-5149-5600
USAMRMC/TATRC AAMTI Walter Reed Medical Center Subaward 2007011185
USC Undergraduate Research Award No. 22-2149-6044
Aurora Imaging Technology, USA
Fujifilm, USA
MI%, USA
SurgMatix, USA
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About Us

The Image Processing and Informatics Laboratory (IPI) is located
at Suite 2100, Doheny Eye Institute Building, 1450 San Pablo St.,
Los Angeles, CA with 3,400 square feet research and office
space.

Our research facility includes PACS Simulator, Fault-tolerance
Server, Data Grid, PACS workstations, CAD servers, and
connections to two clinical PACS.

Reseach topics include:

Computer Aided Detection and Diagnosis
Data Grid and Image Archival

Imaging Informatics Technology

PDA Application in Clinical Environment
Radiation Therapy Informatics

Clinical workflow Model

CAD - PACS Integration Toolkit

EPR for a surgical environment

NEWS AND EVENTS

IPILab Update: June 29th, 2010
June 29th, 2010

It has been several months since our last update, and we have several big news:

1. Congratulations to Dr. Anh Le, who has successfully defended her PhD thesis
titled "Mining an ePR System Using A Treatment Plan Navigator for Radiation
Toxicity to Evaluate Proton Therapy Treatment Protocol for Prostate Cancer” this
April, and has since obtained her doctoral degree in Biomedical Engineering. We
would like to congratulate and commend her for her hard work and wish her well in
her future careers.

2. IPILab has moved to our new location earlier this June. We are now located in
Kerkhoff Hall on University Park Campus, closer to other research facilities in
Department of Biomedical Engineering. We are very excited about new research
possibilities, including collaborations with other engineering laboratories, with our
move, and we will also continue our close relationships with our existing and new
research collaborators at the Health Science Campus. Our official address is:

Annenberg Research Park
734 West Adams Blvd.

Los Angeles, CA 90089-8300
Wk: 213.743.2520

Fx: 213.743.2962

Please stay tuned for our upcoming updates regarding our projects, our RSNA
2010 submissions, and other news.

IPILab Update: SPIE 2010
February 19th, 2010

IPILab had a total number of 10 presentations and 1 poster presentation in this
year's SPIE Medical Imaging Conference in San Diego, CA. We would like to thank
all of you who came to the conference and listened to our presentations and
discussions. We would also like to congratulate Mr. Jasper Lee for winning the
Cum Laude award for his poster presentation titled "Data Migration and
Persistence Management in a Medical Imaging Informatics Data Grid.”

We have also completed and distributed our 2010 Annual Report during the SPIE
conference. We also have made our past annual reports (from 2004 to 2010)
available to download at http://www.ipilab.org/AnnualReport. Printed books are
also available to pick up at our office.

IPILab Update: Jan. 2010
January &th, 2010

Happy New Year to all!
Here are some updates from the IPILab:

1. Congratulations to Ms Anh Le and Mr. Jasper Lee for passing their respective
qualifying exams for the PhD program. They are expected to graduate with
Biomedical Engineering PhD degrees later this year.

2. IPILab welcomes back Dr. James Fernandez as a post-doctoral T32 trainee for
the year of 2009-2010. His projects include Computer-aided diagnosis of Acute
Intracranial Hemorrhage and a electronic patient record for Multiple Sclerosis
patients.

3. We have successfully showcased our projects and exhibits this past RSNA
conference in November-December 2009. If you had a chance to visit our exhibits
and posters, thank you for your interests. You can view our RSNA brochure by
clicking here,

4. We will be attending this year's SPIE Medical Imaging Conference (
http://spie.org/x12166.xml) in San Diego, CA from February 13th to 18th, 2010.
The program is available to download from SPIE's website. This year IPILab will
have 10 oral presentations and 1 poster presentation, as well as 2 oral
presentations from our collaborators. The complete list of our topics will be made
available shortly.

IPILab Moving Update
September 2nd, 2009

IPILab has moved to a new location. We are still located on the Health Science
Campus at USC, but now our offices are located at CSC 105 and 106, next to the
USC Molecular Imaging Center. Our mailing address has changed to: 2250 Alcazar
St. CSC/IGM 105, Los Angeles, CA 90033. Our complete contact information will
be available in the upcoming days. In the meantime, please email Angelica at
avirgen@usc.edu or come visit us directly.

News Archive
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EDUCATION EXHIBITS (COMPUTER DEMONSTRATIONS)

L-INE1174-5UA: AComprehensive Decision Support Tool for Multiple Sclerosis
Treatment Targeting Hispanic Population

LL-INE1175-TUA: Demonstration of a Standalone Computer-aided Detection
Systemfor Acute Intracranial Hemorrhage inthe Battle Field of TBI (Traumatic
Brain Injuries}in Emergency Environments.

K C Ma, BS, Los Angeles, CA; J F Fernandez, MD, MS; L Amezcua, MD; J Tlaq,
BS5; M Liu; B J Liu, PhD; Gontact: kevincma@usc.edu

BACKGROUND

Brain MRl is used to disgnose and evaluate multiple sclerosis (MS). Cumently, MS lesions on

MR are manually segmented and quantified by radiologists; thus results sufferintre- and inter-
operatorvanisbility. We have developed s comprehensive disesse-centric informatics-basedtool
that stores patient clinical data (including demographic dats, social history, and MS disease
history), images, and CAD lesion quantification results. The disease centric model stores
disesse-specific clinical dsta foreach patient, sllows dats repository forcase studies, and offers
CADlesion tracking to monitor disesse progress and to assist in the decision-making in
evaluations of treatment plans. The completed system is being applied to sid dlinical studies such
s MS prograzsion for Hispanic patients.

EVALUATION

The systemincludes three components: patent record datebase, computer-aided defection and
quantification {CAD]) of MS lesions in three dimensionsal studies, and a graphicaluserinterface
[GUI}. The database is written in MySQL. and the web-based GUI is written in PHP. The
database includes pafientclinical data, all MRIs in the patient's MS history, and structured repors
of MS CAD results. MS CAD, based on K-nearest jgighhams skgorithm, has been prototyped in
the MATLAB and C#++ environment. The system allows functions including data quenyiretrieve by
vanous parameters, browserdevelimage viewing, longitudinal study reviews, MS lesion viewing
and tracking, and others.

DISCUSSION

The system proves to be a useful tool for evaluating MS lesion quantifications, and tracking
longitudinal studies. Users are able to navigate through the systemto query and review MS
patient data efficiently. Forthe specific application, the systemis utilized to observe trends in
Hispanic MS patients, such as common lesion locations, disease progression, and treatment
response. Physicians are sble to collect and compare studies in an organized manner.

CONCLUSION

We have developed a disease-centric patient record system for M3 patients. Combining clinical
dats, medicalimages, and sutomated lesion quanffication and analysis, the system can be used
fortreatment planning, clinical research, and case studies.

Sunday, Movember 28, 2010, 12:30 - 1:00 PM

JF Fernandez, MD, MS, Los Angeles, CA; .J Dpcuumet; M Liu; R Deshpande, BENG;
B.J Liu, PhD; H K Huang, [8c; Contact: jamesfernandez @gmail.com

BACKGROUND

Acute Intra-cranial Hemomhage arises primarily from traumatic brain injuries. Successful
treatment depends heavily on the speed and accuracy of disgnosis. An optimum diagnosisin
emergency environments in both civilian and military settings is difficult, due to severe time
constraints and lack of resources. Also, disgnosis is mainly camed out by emergency physicians
ratherthan exper radiologists. As a result, supportin the form of computersided detection would
greatly enhance the decision-making process, and help in providing fasterand more sccurate
diagnosis of AIH.

EVALUATION

An algorithm fordetecting AlH lezions has been developad and tested with 270 hesd CT casas
fromthe Los Angeles Country/ University of Southem Califomia Hospital System (LAC USC).
These cases represant the pool of civilian Tl instances. The algorthmis also in the process of
being tested with 200 head CT caszes from Waler Read Army Medical Canter (WRAMC). Thizs =t
of cases represents AlH incurred by warveterans on the battle-field. We expectthissotofs
multi-site evalustion to coverthe entire spectrum of possible AlHinstances in an emeangancy
environment.

DISCUSSION

A stand-slone CAD system that integrates clinical workflow and data togetherwith the CAD
algorithmis an important step towards implementation in & clinical setting. Studies being
exporting manualhy from the PACS via CDs, being run though the algorithm one case st s time,
and then sorted, stored, comelated and pulled up forinspection manuslly would cause
considerable confusion and is tedious. Wehave developed s stand-alone system specific to this
algorithm, forco-grdinating traffic flow, storage, and querying of results in a manner that allows
forsizeable improvements in workflow efficiency. This CAD systemwill be demonstrated, both
with civilian and veteran AlHcases.

CONCLUSION

In conclusion, we present the design, developrent and implementafion of a complete computer
sided detection system to assist emergency physicians in the disgnosis of heed injury casesin
civiian emergency wards and on the battlefield.

Tuesday, Movember 30,2010, 12:15- 12:45PM

LL-INET1200-TUA: A 3D Volumetric CAD of Multiple Sclerosis Using Multi-Core
CPUs and General Purpose Graphics Processing Units (GPGPLU)

LL-INET201-WEB: An Imaging Informatics ToolforVisualization of Cortical Flow
inEpilepsyvia EEG

AH TuLes, PhD, Los Angeles, CA; K G Ma, BS; J Suh; Y W Park, BS; R
Deshpande, BEng; B J Liu, PhD; Contact: anhhle@usc.edu

BACKGROUND

Most computer-sided detection (CAD) spplications use 2D image processing to identify regions of
interest for specific diseazes. Although 30 volumeas could give & better disgnosis qualty, 3D CAD
applications are not readily adopted in clinical settings because spacific 30 volumetric procassing
algorithms are time consuming and computationally intensive. Advances in General Purpose
computstions on Graphics F‘meesslng Units (GPGPU) can potentlallysowe thesa problems.
GPUs are high-performance usedto te applications with high
computstion and datathroughput. Also, theOpenCL programmming framework is used to utilize
mult-core CPUs and GPGPU. GPUtechnology has matured for3D rendering display but has not
gained s foothold in CAD - related image processing. One example of 8 30 CAD spplicstion is
the automatic detection and quantification of multiple sclerosis (MS) lesions. The integration of
this CADIn clinical workflow is technically challenging due to requirement of high computational
rates and memary bandwidth. In this study, a method forusing GPU technology for 3D volumetric
CAD is described to improve MS CAD.

EVALUATION

The GPUimplementation of M5 CAD is evaluated on a high-power Lenowvo workstation with a
special graphics card NVIDIA Tesls 1060 instslled. Twenty cases of MS MRI cases are used o
evaluate the system performance. The CAD results from GP Uimplementsation are compared with
the onginal Matlah CAD implementation forvalidation purposes.

DISCUSSION

The sdvantages anddisadvantsges of using GPU for 30 wolumetric CAD implementation are
discussed. Although, the GPU technology is beneficial for 3D display and paraliel computations,
this technology may not benefit all processing algorthms, such as recursion algorithms, which
utilizes lots of memory and requires more processing control. Lessons leamed from using the
GPUin M5 CAD and hardware implementation to overcome the limitations of the GPU
technology are also discussed.

CONCLUSION

The improvement of 30 volumetric image processing will allow many medicalimaging CAD
applications to take advantage of GPU technology and apply it in clinical environment to improve
workflow and decision making process.

Tuesday, Movember30, 2010, 12:15-12:45PM

S Ashrafulla, BS, Los Angeles, GA; F JTadel, S Baillet, PhD, B J Liu, PhD, H. K
Huang, I&¢, R Leahy, PhD, JMosher, PhD, S Khan, J | efeyre; Contact:
ashraful@usc.edu

BACKGROUND
Epileptic brain activity is both rapidly time-varying and not static to a specific location on the
cortex. Visualizing cortical mowement of such activity will help understand the propagstion of
epllepbcsplhes in the brain. Hare, we use electroencaphalography (EEG) to record, with high

i lectrical activity on the cortex. Current image processing software calculsies
estlmated maps of such activity with enough spatisl resolutionto determine the displacament of
activity over g small time duration. We develop a solution thet integrates image processing
software with related clinical dsts in a system forreview and analysis.

EVALUATION

In this project, we will creste software to visualize activity displscement, known as cortical flow.
The toolwill estimate cortical flow on the cortex st each time sample from reconstructed maps of
cortical current density. Then, the tool will display these flow results to show how brain activity is
locally moving as a function of time along with relsted clinical dats. A userwil slso be sble to
analyze global corical flow, with the ability to see how activity moves across the brain as
opposed to owvera region of intarest.

DISCUSSION

Visuslizing the movement as well as the location of brain activity will enhance the ability with
which we can discern the brain's actions fora given condition. As s result of cortical flow analysis
such as that shown in the sccompanying figure, we can determine differences between
conditions in terms of movement, along with location, of activity. Forepileptic discharges, a user
will be able to determine affected brain pathways via the resulting change in movement of activiy,
which may not be as clearwhen only looking atthe instantanaous epileptic activity of the brain.

CONCLUSION

From this visualization toolkit integrating clinical dats with image processing results, s userwillbe
able to compare p ileptic activity against resting state activity to diagnose how the epileptic
activity is originated and prop ted. A goodunderstanding of the spatial direction of movement
of brain activity will enhanoe the information necessary to determine how the condition of epilepsy
iz advarsely affecting a patient.

‘Wednesday, December1, 2010, 12:45- 1:15 PM
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LL-INE1223-SUA: A Data Grid and Web-bazed gB ] Solution for Mobile
Dedicated Breast MR| Scanners

Jlee, Los Angeles, CA; J Documet; BJ Liv, PhD; PJ Huang; HK Huang, DSc;
Contact: jasperle@usc.edu

BACKGROUND

Lastyear, we presented an image intensive breastcancerdata gnd fordata mining and
outcomes research. This yearwe extended the research development with integration of the
multi-modality breast imaging dats grid forclinical outpatientimaging centers and a mobile
dedicated breast MRl unit using enhanced workflows and web-based g i features. In mobile
dedicated breast MRI, disgnosis forbreast canceris a primary objective and delivering these
large MR studies across broadband solutions to trained radiologists requires a novel file delivery
workflow that is more efficient than traditional DICOM methods, all while maintaining DICOM
compliance, dats privacy and data integrity.

EVALUATION
Ewaluation is done using a mobile dedicated breast MR, provided by Aurora Imaging
Technokgy, integrated with a multi-modality breast imaging data grid and gF R system, setup for
three clinical outpatientimaging centers. Demonstrating technology and workflow to
accommodate the unique challenges thatcome with a dedicated breast MR mobile unit,

/0 bresst MR studies are transmitted scross broadband technology to remote archives
in the data grid. A web-based g R system with DIGOM viewing functionality can retrieve these
same studies by s remote radiologist.

DISCUSSION

A mobile dedicated braast MR| station can connactto a breastimaging dats grid sz = local
DICOM node. Grid services the transmizsion of dedicated breast MRl images, similarto
that of clinical outpatient imaging centers, to trained radiology sites forquery and retrieval. The
resultis a totalarchiving and display solution, utilizing grid services, formulti-modsality breast
imaging studies and reports forbreast cancer patients.

CONCLUSION

Mobile dedicate bresst MRI stations can be used in remote areas ifthere is a secure and robust
method of transmitting its large image datasets to remote radiologist for reading and reporting
utilizing & web-based g R system. Challenges integrating the mobile unitincluding workflow are
designed, developed and presented in this research as a total solution forthe delivery of imaging
and informnatics data forbresast cancer patients.

Sunday, Movember28, 2010, 12:30 - 1:00 PM

EDUCATION EXHIBITS (POSTERS)

LL-INE1154-WEA: A Mative DICOM Image Viewing Application for Google
Android Mobile

JF Fernandez, MD, MS, Los Angeles, CA; K C Ma, BS; A H Le, PhD; ¥ W Park, BS;
8. Liu, PhD

BACKGROUND
Telemedicine is increasingly usad to provide radiology expertise to institutions without fullk-time
radiologists. Should radiologists take clinical call swsay from home or a healthcare institution, they
may employ a laptop computerto view medicalimages and make reports. Given the emargence
of smariphones as attematives to laptop computers for such tasks as viewing websites, sending
and receiving emails, and as 8 multimedia unit forbrowsing images and video, a solution to view
DICOMimages on such devices becomes apparent. Recent market analysis has shown that
Google's Android-based g 5 hawemaore than doubled its share of tha mobile market
overthe pastthree months, and is cumently without s native DICOM viewer.

EVALUATION

The native DICOM viewerwas developed at the University of Southem Califonia Image
Processing and Informatics Labaratory {|P|L.ak) to display medicalimages. The viewer displays
images in portrait form, on & Motorola DROID running Android w2. 1. Basic functionality includes
the ability to scrollthrough 8 seres, pan, zoom, window level, and leave notations.

DISCUSSION

‘We have developed an application forviewing of DICOMimages on Android mobile devices
jgiven the growing market share of Android. We hopeto provide a robust platform for DICOM
viewing capability on a wide spectrum of mobile devices.

CONCLUSION

A DICOM viewer for Android 5 swould provide radiologists and otherhealth care
providers yet another tool to be able to view images to cument smantphang-specific options
cumently available, regardiess of whether s desktoporlaptop computeris svailable.

Wednesday, December 1, 2010,12:15— 12:45 PM

LI -INE-TU4B: Lessons Learned from Implementing an AlH CAD System for
Diagnosing Battlefield Brain Injuries

JF Fernandez, MD, MS, Los Angeles, CA; M P MD; FM Munter, MD; R
Desphande; JLes, MD; B J Liu, PhD; Contact: jamesfernandez@gmail.com

PURPO SE/AIM

1) To discuss the need fora computersided detection (CAD) system for acute intracranial
hemomhage (&IH) from battlefield brain injury (BBI) 2) To discuss problems that arose from
implementing & CAD workstation into clinical workflow at Walter Reed Amy Medical Center3) To
discuss solutions to above mentioned problems

CONTENT ORGANIZATION

A AlHas a cause of battlefield brain injury (BB} B. Curment methodology employed to disgnose
and trest (BBI) C. Description of the AlH CAD system developed to aid in detecting AIH D. Known
problems in CAD systems integration E. Unforeseen roadblocks in CAD systems integration F.
Solutions to mentioned problems G. Reflection on what could have beendoneto make the
implementation of s CAD system more streamlined

SUMMARY

The majorteaching points of this exhibit are: 1. Results of cases evalusted by the CAD system
upon clinicalimplementation 2. CAD systems integration with clinical workflow should be
examined thoroughly to take into tcommon mistakes made in imph tation 3.
Unforeseen problems should be expected, andtime to identify and resolve such issues should be
incorporated into any timeline

Tuesday, Movember30, 2010, 12:45-1:15PM

LL-ROE-WE4A: Decision Support Tools for Prostate Cancer Patient Treated
with Proton Therapy: Advanced Treatment Protocols Utilizing Knowledge
Discoveryfrom Imaging Informatics Data

AnhLe, PhD, Los Angeles, CA; M Law, PhD; B J Liu, PhD; Contact:
anhhle@usc.edu

PURPOSE/AIM

1. To review curment workflow of proton therapy for prostate cancer patients treated with
advanced trestmentprotocols.

2. To discuss an enhance workflow with g 2R system to facilitate outcomes analysis.

3. To demonstrate the utilization of knowledge in the imaging informatics datato provide decision
support forthose patients.

CONTENT ORGANIZATION
1. Significance of applying g R in the proton therapy outcomes research
2. Workflow analysis
*  Workflow of cument clinical environment
* Enhanced workflow once the gPR is implemanted.
3. Web-based gPR Systemforarchiving, distrbuting. and visuslizing treatment plans and
outcome data.
s  ThegPRarchitecture
s Graphicaluserintarface
* HKnowledge-based decision support toolks
4. Examples of using this new gPR system fordata collection, outcomes analysis and knowledge
discovery.

SUMMARY

The major teaching point of this exhibit is that the new g R system provides clinicians a toolto
utilize information in existing but scattered dats and sliows knowledge discovery to help them
make optimal decisions and provide personalized care for prostate cancerin proton therapy.

‘Wednesday, Decamber 1, 2010, 12:15- 1:45 PM
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SCIENTIFIC INFORMAL (POSTER) PRESENTATIONS

LE-INS-TH1A:Evaluation Methodology foran Autornatic Multiple Sclerosis
Lesion Detection and Quantification System in a Clinical Environment

K G Ma, BS, Los Angeles, CA; JF Fernandez, MD, J T [gg, BS, L Amezcua MD, A

Lermer, MD, M Shiroishi, MD, B J Liu, PhD, K Garrison, PhD; Contact:
kavincma@usc.edu

BACKGROUND

MRl is the clinical standard for disgnosing and tracking multiple sclernsis. M5 lesions are
manually segmented and volume is estimated by trained experts. The process is tedious and
suffersintre- and inter-operator varability. We have developed an automatic computer-aided
detection {CAD) and quantification tool of MS lesions based on k-nearestneighbors [KNM)
algorithm, which assesses lesion probability on the yoxellevel The method is able to
successfully segment lesions in 3-D space. We have setup a validation process in the clinical
environment to assess the CAD outputs.

EVALUATION
k.MM algorthm depends on a treining set that must be crested by manualsegmentation of treined
experts. Ten tralnlng cases are collected and lesions are manuslly segmentead by two

. Bix festures are exiracted:intensities of T1, T2, and FLAIR sequences, and 3-
D spsatial coordinates. Features of each yoxel from reading cases are theninsered in the sbe-
dimensionslfeature space to find k (k=100) nearest neighbors to determine the lesion yoxel
probabilty. To validate the slgorthm, more than 100 ethnically diverse MS cases have been
collected. A CAD workstation is implemented in USC Radiology. The workstation is equipped with
the M5 CAD program, a graphical userinterface forcase viewing and s manual segmentation
tool. Trained experts would read an Ir M5 case and draw contours around lesions. The
drawn contours sre compared with CAD results. Time is recorded forboth the manusland
automated process to cakculate efficiency.

DISCUSSION

Comparative results between CAD and manuasl lesion segmentation are similarand statistically
significant, while the automatic segmentation process is more efficient. The validation study setup
in the clinical environment allows access to clinical dats within the PACS network.

CONCLUSION

An sutomatic MS lesion g tion has been d d and is in the clinical validation process.
A CADworkstation is set up in the clinical environment, and readers are prompted to manuslly
segment MS lesions. The validation results showthat the MS CAD s s visble option forlesion
mesasurements and can be used in longitudinal lesion tracking and other research studies.

Thursday, December2, 2010, 12:15- 12:45PM

LL-INS-TH2A: Extending Imaging Informatics Bevond Radiology: AMulti-Media
ePR System for Disability Patients to Improve Decision Supportin Rehabilitation
through Clinical Gaitand Movement Analysis

B.J Liu, PhD, Los Angeles, CA; J Documet, PhD; S Menitt-Gray; P Requein, PhD; J
MeNitt-Gray, PhD; Gontact: brentliu@usc.edu

BACKGROUND

Clinical decisions forimproving motor function in patients with disability are made through clinical
gait and movement analysis. Cumently, this analysis fecilitates identifying sbnomalities in &
patient's motor function fora large amount of neuromusculoskeletsl pathologies. However
definitively ide ntifying the underying cause orlong-term consequences of a specific abnomality
in the patient's movement pattem is difficult since this requires information from multiple sources
and formats across different times and cumently relies on the experence and intuition of the
expert clinician. In addition, this data must be persistent for longitudinal outcomes studies.
Therafore a multi-media g PR system integrating imaging informatics data could have a significant
impact on decision support within this clinical workflow.

EVALUATION

During s movement evaluation process, kinematics, kinetics, electromyography, and video data
an captuled simultaneoushy butstoredseparablyabngwlth demographicand subjective
‘questi ‘2 have designed a system that ints tes related imaging and informatics dats
acquired during this process and manages the datain a patient-based standard similarto current
heslthcare paradigms. Mult-medis dats such as patient waveforms, biometric signs, and video
are capturad and storad via 8 masterclock in synchronized fashion. Presentstion and
documentation is provided through a unigue timeline-onented synchronized Graphicsl User
Interface (GUI). We will focus the design and developmenton the clinical application of gait
.analysis and wheelchair propulsion evalustion of patients with disabilities.

DISCUSSION

The gPf system platform is robust, scalable, and adaptable to & varnety of clinical applications
through customization of the basic syst ponents. The rich ofdats togetherwith a
workflow-tailored presentation facilitates the full data representation of the disability patient
through the entire movement analysis.

CONCLUSION

The design and development of a robust multti-media gF R system platform for disability patients
dergoing 't analysis forrehabilitation re ts a new frontierof research in imaging

informatics.

Thursday, December2, 2010, 12:15- 12:45PM

SCIENTIFIC FORMAL (PAPER) PRESENTATION SCHEDULE OVERVIEW
LE-INS-TH2A: LesionVolume and Cerebral Volume Loss in Patients of Hispanic Sunday TIE0— 130 T-TRETT73-SUA- A Com prehens e Iecsion Suppan 1ooTian
Descentwith Multiple Sclerosis 14-28-10 MuhlpleSclewslsTleaImemTalgenng Hispanic Population
A Lemner, MD, Los Angeles, CA; K Ma, BS; J R Fernandez MD, MS; M Shiroishi, o Mz;g‘gg::g‘;: ,Qagf:"ggc:',“‘j‘:‘,‘:bbmd Ff Solution
MD; J oo BS; B JLiu, PhD; E Law, MBBS; L Amazrua MD
Tuesday TII5-TZ45 PV CLINETT75-TUA: DEMonsoation of 3 Slandaions Compuer-
PURPO SE 11-30-10 aided Detection System for Acute Intracranisl Hemorrhage in the
To investigate brain MRI abnormalities in & cohort of Hispanic American {(HA) and white American Battle Field of TBI (Traumatic: Brain Injuries) in Emargency
{WA) patients affected with multiple sclerosis (MS Environments.
LL-INE1200-TUA: A4 20 Vol ic CAD of Multiple
MHHODSA"D MATERIALS . . . - . . - Using Multi-C ore CPUs and General Purpose Graphics Frocessing
This study had IRE approval. We retrospectively investigated 200 patients with MS, consisting of 100 Units {GFGFU)
Hispanic American and 100 white American patients. All patients underwent clinical ass essment including
disease type, EDSE, type and duration of diseas e-modifying therapy. These patients also underwent MRI LL-INE-TU4E: Lessons Leamed from Implementing an AIH
exammahon and subsequent guantitative analysis. MRImetrics included total lesion volume (LW}, number of CAD System for Diagnosing Battiefiek Brain Injuries
lesions on TIWI, number of contrast enhancing {CE) kesions on post contrast TIWI, and global
cersbral atrophy metrics. Global atrophy measures incleded maximum 3rd ventricke diameter and Brain - 5 == VollmE 5nd CeEnE VolrmELoss |
Parenchyma Fraction {BPF). Computer Aided Diagnosis {CAD}WS)@EM was used to Wednesday | 1140 11:50 AW eat :r::;}H:SHZ:ELI?EK::nen?JJﬂEG:m |;EI'SE(:IIEams?;urne =
determine total lesion volume. TIWI, T2WI, and FLAIR images were resligned and brain segmentation was 12-01-10 pal P
performed and a probability map of the lesions was generated. After post-processing the totsl lesion volume
was generated. The CAD system was also used to determine the BFF. The association betwesn MRI LL-NE1201-WEB: An Imaging Informatics Tool for
mezsures, clinical history, dissbility scores and race were evalusted. 1245115 PM Visualzation of Gortical Flow in Epilepsy via EEG
RESULTS LL-INE1154-WEA: A Native DICOM Image Viewing Application
The total lesion volume in the HA MS patient cohort was greatercompared to WA MS patient fior Goagle Andraid Mabile Smanehenss
cohort when comelated with time since disgnosis of M5, patient age and disease type. .
LL-ROE-WE4A: Decision Support Tools for Prostate Cancer
Patient Trested with Proton Therapy: Advanced Treatment Protocos
CONC_LUSIC_'N . . } } Utilizing Knowledge Discovery from Imaging Informatics Data
HA patients with MS compared to WA patients with MS demonstrate MR differences, despite
treatment, which may suggest differences in susce piibility to CNS damage. These findings may
relate to the complex genetic ad midture of the HA population and places ethnic background as an
important marker of progression. There are multiple differences in incidence and prevalence of Thursday TZAT-TZ45FM LLINS-THTA: Evaliahon M Py TOT an AOmatG
MS in patients of varying race and ethnicity, where itis more common in Caucasians of Morthem 12-02-10 Multiple Sclerosis Lesion Detection and Quantificstion Systemin 3
Europesn descent. Differences in timing of progression and central nervous system damage heve Clinical Environment
been also identified between African Amercan (44) and WA, Future studies using ancestral . . .
- ; LL-INS-TH2A: Extending Imaging Informatics Beyond
genetic markers to rafine the background may help address these differencas. Radiology: & Multi-Medis =P, System for Dissbilty Fatients to
Improve Decision Support in Rehabilitation through Clinical Gait and
CLINICAL RELEVANCE/APPLICATION Maovement Analysis
This study provides a betterunderstanding of tissue damage and lesion volumes in Hispanic

Armericans affected with MS, reflecting the role of unique genetic factors in this populaton.

‘Wednesday, December2, 2010, 11:40- 11:50 AM
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A Data Grid and Web-based ePR Solution for Mobile Dedicated Breast MRI Scanners

J Lee, M5%; J Documet, PhD'; B J Liu, PRD'; P Huang?, MD; HK Huang, D 5¢’

1 — Department of Radivioqy, Keds School of Medicine University of Southem Califomis, Loz Angefes, CA, USA
2 — Aurors imaging Technology;, inc. , North Andover M4, USA

OVERVIEW:

Mobile dedicated breast MRl scanners can be used in remote areas for realtime breast cancer screening if there is a secure and robust method of
transmitting its large image datasets to remote radiclogists for reading and reporting. Challenges involved in achieving this are systems integration,
data transfer performance and reliabilty across a WAN, data integnty and privacy, and centralized data management and access. This research
presents a comprehensive Teleradiology solution for the delivery of imaging and informatics data for breast cancer patients at remote dedicated
breast MRl stations using a distributive data grid and a web-based ePR interface.

SYSTEMOBJECTIVES:

1) Deliver dedicated breast MRI studies acquired at mobile breast MRI scanners securely and
efficently across the WAMN to remote radiology centers using DICOM standards, HE XDS-i

integration profles, and novel data grid technology.

2) Amchive dedicated breast MRI studies,
mammography or ultrasound studies for breast cancer screening patients at dedicated breast

cancer imaging facilities.

3) Implement an electronic Patient Record (ePR) system for userlevel search, retrieval, and
visualization of multi-modality breast imaging studies fromany site thatis plugged into the data grid.

Mammogra phy of
Dense Breast

N CALIFORNIA

Dedicated Breast MRI

3D

3-D MIP Video

reconstructed videos,

and any historical

Ultrasound of the Breast

Web-based ePR Interface for Breast Cancer Screening
Patients with Multi-Modality BreastImaging Studies

-
—-—

Biopsyimaging
Results

BreastImaging
Patient Reports

* Images Courtesy of Aurora Imaging Technology, Inc.

* This research has beenfunded by MII, Inc.

A 3D Volumetric CAD of Multiple Sclerosis
Using Multi-core CPUs and General Purpose Graphics Processing Units (GPGPU)

AHLe, PhD; K C Ma, BS; J Suh; Y W Park, BS; R Deshpande, BEng; B J Liu, PhD
Biomedical Engineering Department, Viterbi School of Engineering, University of Southern California, Los Angeles, CA, USA

Image Processing and Informatics Lab

Purpose : The currentMS CAD system consumes a huge amount of time to process data; therefore, the GPU technology with high parallel
computing power could help to improve its performance.

Introduction

=Multiple Sclerosis (MS) - A
progressive neurological disease
affecting myelin pathways. Itis easyto
make diagnosis from MRI, buttime
consuming to guantify the number and
size of lesions for disease progression
andtracking.

= Computer Aided Diagnosis for MS:
Ideal automated Quantitative tool to
monitor progression of Multiple
Sclerosis. However, the current CAD
algorithmtakes alongtime to quantify
lesion. Parallel computing technology
using the GPU to reduce its running
time could be a potential solution.

Results- GPU performance

GPU Time|CPU Time

Alignment* 29.7sec 69.6sec

Searching  Currently Approximately
Lesion investigating Jhr

Tha avarags Ima 10 procass 50 MR imagas

CPUvs. GPU

AU ALu

camral
ALy

cPU [ 1)

Figura fram NVIDIA CUTA™ C Programming Gukds
-Process atask as =Perform higher
fastas possible number of simpler
= Complicated parallel
tasks require computational
higherlevel of processes using
control and cache less cache and
*Process a control
maximumof tasks
on alarge scale of
data

GPU Implementation Challenges
*MS CAD uses classification of
features space using K nearest
neighbors (KMMN) method, whichis a
recursive method which GPU
technologies do not utilize well

*Each voxelin the 3-D volume set
needsto be comparedtothe features
spaceto determine whetheritbelongs
to an MS lesion.

='We are currently investigating howto
implementthe KNM algorithm using the
parallel computation technology
utilizing the GPU.

‘IIIIIII

Performance Evaluation
-Hardware: Lenovo® ThinkStation®
D20: dual Intel® Xeon X5560 CPU at
2.8GHz , 16.0 GB installed memory,
‘Windows® 7 64-bit operating system,
and a NVIDIA® Tesla® C1060{GPU)
» Software: Matlab®, CUDA™ Toolkit,
Accelereves® Jacket.

*Data: 17 MS cases MR Imaginas
collected from the USC Hospitalin Los
Angeles, CA

*Measurethe time: Calculating the
average runtime of all cases

MNon-GPU GPU

Evaluation Thinkstaion® ThinkStation
B20 TEHIETT

Summary

*The time evaluation of MS CAD on
two different systems suggests thatthe
CAD developmentwouldnot be
sufficientusing just CFU powerof a
high end workstation.

*The evaluation experiment of using
GPUfor KNNM lesion classification
encountered a runtime error.

= Currently working to solve the
problem atthe software level so that
the GPU can be utilized in more
complicated algorithms forimage

The Flow Chart of MS CAD system

Pre-Processing
I. Alignment
II. Extraction of BRAIN
MASK

MR

Imaing

I

Searching Lesion
The Sementation of MS lesion

based on ¢ on of feature
space usi

(KNN) method

/
/ Result
/L The number of /
/ !

/" lesion

11 The size of /

lesion

processing. X
Acknawiadg ameants: This r2553rdN s suppariad in pan by Lanava, NVIDLA, Matihars, Accsiaevas
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An Imaging Informatlcs Tool for Visualization of Cortical Flow in Epilepsy via MEG

S Ashrafulla, BS'Z; F Tadel?; S Baillet, PhD*; B Liu, PhD'; JC Mosher, PhD*; S Khan, PhD? J. Lefevre, PhD?; HK Huang, DSc' ; RM Leahy, PhD?
1 — Department of Biomedical Engineering, Viterb School of Engineenng, University of Southem California, Los Angeles CA, USA
2 - Biomedical Imaging Research Group, Signal Image and Processing Institute, Viterbi School of Engineering, University of Southern Galifornia, Los Angeles, CA, USA
3— MEG Program, Department of Neurology, Medical College of Wisconsin, Milwaukee, WI, USA
4— Epilepsy Center, Cleveland Clinic Foundation, Cleveland, OH, USA
5-Departement O'informatique, Université de la Méditerranée, Marseille, Cedex 09, France

Overview:

1) MEG captures cortical electrical activity with enough time resolution to quantify spatial shifts in activity.

2) Previous research demonstrated methods for calculating the optical flow of estimated cortical activity, deemed cortical flow.
3) Wedemonstrated atool to visualize flow of MEG data, including epileptic data.

4) Weinclude a tool to determine time intervals of high flow (transient states) and low flow (stable states).

Optical Flow Theory
= Estimation = Solution

= MEG activity is recorded on scalp, cortical surface extracted from MRI = Minimize, overp, J ||Dp”f’) o ” dp
= Estimate cortical electrical activity /(p. t) in BrainStorm’ via MNE = Solve using finite element method
= Minimize error between estimated activity on cortical surface and MEG
= Modeling? = Microstates
= Optical flow equation fora 2-D image: Optical flow for a brain: = Measure displacement energy at each time point of optical flow
ar  dldx  aldy al . R -
= —m—— —— Vi=0=-—=D, - Low energy = state of relative stabilit
V=02t = =5 = Dpl() ay ¥

Spatial chahge oy thngentto High energy - state ofhlgh transition
inlatp corticalsurface atp acion o 2 SRR AR T St Srea, T T g T
Transient Transient

Microstates

This project has been supported by NIH NIBIB T32 EB00438 Training Grant

Image Processing and Informatics Lab

A Comprehensive Decision Support Tool for Multiple Sclerosis

Treatment Targeting Hispanic Population
KCMa, MS; JT Loo, BS; JF Fernandez, MD; L Amezcua, MD; M Liu; K Garrison, BS; B Liu PhD

Image Processing and Informatics Lab
Departmentof Biomedical Engineering, Viterbi School of Engineering
University of Southern California, Los Angeles, CA 50089

Background: Proposed Solution: We demonstrate:
Meed for comprehensive imaginginformatics-bas ed to ol for multiple sderosis *Comprehensive informatics tool (MS eFolder), *Web-based GUI forMS eFolder system fordataviewing
Clinically integrating patient database, MR images, and automatic *Comprehensive viewing ofclinical data, image data, and
* Disease is managed longitudinally, need a complete and efficient system |esion quantificationtool CAD data
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Demonstration of a Stand-alone Computer-Aided Detection System for Acute Intracranial

Hemorrhage in the Battlefield of TBI (Traumatic Brain Injuries) in Emergency Environments
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Overview:

Due to improvements in body armor and field trauma care, more individuals are surviving beyond the acute phase of these injuries. The nature of blasts sustained in
the battlefield may lead to a significant number of soldiers with Traumatic Brain Injury (TBI), and subsequently Acute Intracranial Hemorrhage (AlH). As there may not
always be a trained radiologist to diagnose small (<1 cm), less obvious AlH, a computer aided detection (CAD) system has been developed to facilitate quick diagnosis
and management of AlH. Such a system has been developed for deployment into the clinical workflow in collaboration with Walter Reed Army Medical Center.
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A Native DICOM Image Viewing Application for Google Android Mobile Smartphones
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2D vs. 3D Mammography: Observer Study
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ABSTRACT

Breast cancer is the most common type of non-skin cancer in women. 2D mammography is a screening tool to aid
in the early detection of breast cancer, but has diagnostic limitations of overlapping tissues, especially in dense
breasts. 3D mammography has the potential to improve detection outcomes by increasing specificity, and a new 3D
screening tool with a 3D display for mammography aims to improve performance and efficiency as compared to 2D
mammography.

An observer study using a mammography phantom was performed to compare traditional 2D mammography with
this ne 3D mammography technique.

In comparing 3D and 2D mammaography there was no difference in calcification detection, and mass detection was
better in 2D as compared to 3D. There was a significant decrease in reading time for masses, calcifications, and
normals in 3D compared to 2D, however, as well as more favorable confidence levels in reading normal cases.
Given the limitations of the mammography phantom used, however, a clearer picture in comparing 3D and 2D
mammography may be better acquired with the incorporation of human studies in the future.

Keywords: mammography, 3D, observer study, 2D, phantom

1. INTRODUCTION

Breast cancer is the most common type of non-skin cancer in women and the second most common cause of cancer
death in women in the United States. Mammography is a screening tool used to aid in the early detection of breast
cancer. 2D mammaography is the current screening method of choice to detect early breast cancer. 2D digital
imaging has the diagnostic limitation of overlapping tissues due to the nature of 2D projections. As the next step, 3D
imaging holds promise to overcome the problem of overlapping tissues, especially in dense breasts. The potential of
3D mammography is to improve detection outcomes by increasing specificity thereby reducing recall rates in the
screening mammaography environment.

A new 3D screening tool with 3D display for mammaography is being developed which aims to improve
performance and efficiency as compared to 2D mammography. The human eyes are separated horizontally by about
65mm. Each eye has a slightly different view of the objects we see and the brain correlates the images giving us the
depth perception. The new 3D Mammaography is based on this concept, making it very intuitive and natural to see
3D instantly. The observer study presented examines the improvement and efficacy of using this 3DM technique to
identify targets in phantoms as compared to 2D mammography.

The 3D mammography technique presented here aims to overcome such limitations. An observer study using a
mammography phantom was performed to compare traditional 2D mammography with this new 3D mammography
technique to evaluate this new technology.

This paper will present findings from a receiver operating characteristic (ROC) study comparing traditional 2D Full

Field Digital Mammography (FFDM) to 3D mammography with regards to a mammography phantom with masses
and calcifications present, particularly on the specificity in detecting lesions.
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2. MATERIALS AND METHODS
2.1 3D Mammography

The 3D mammography (3DM) system comprises of two x-ray images per view (referred to as a stereo pair) of the
same breast taken sequentially with a difference of between 4 —10 degrees.

The breast remains in position for the image pair per view. The mammograms are displayed on 5 MP 3D
stereoscopic monitors. Using special polarized stereo viewing glasses, the viewer’s visual system fuses the two
images into a single in-depth 3D image of the breast.

o
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o \ Polarizing
& Glasses
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Eye Image Mirror

Figure 1. Planar 3D Viewing Monitor Setup

2.2 Mammography Phantom

The phantom utilized in this study is acustomized CIRS BR3D mammaography phantom which consists of a set of 15
slabs made of heterogeneous breast equivalent material that exhibits limited characteristics of real breast tissue and
demonstrates how underlying targets can be obscured by varying densities. Each slab contains two tissue equivalent
materials mimicking adipose and glandular tissues “swirled” together in an approximately 50/50 ratio by weight.
Five of the slabs include mass targets, five have microcalcifications targets and five have no targets. Each slab
measures 100 x 180 x 10 mmZ,

Figure 3. Phantoms with a mass (left arrow) and clfictions (right arrow)
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2.3 Case Selection

Four hundred variations of 3-slab combinations comprised of 320 targets and 80 normal cases were collected via
FFDM and 3D mammography, for a total of eight hundred image. Target slabs were composed of only one target,
either a mass or calcification (Fig. 2). Calcifications consisted of 6 targets comprised to form a pentagon, and
masses were comprised of a single even well-circumscribed round target. Of this sample size, approximately two
hundred images were acquired via 2D Full-Field Digital Mammography (FFDM) and two hundred duplicate
phantom configurations acquired via 3D mammaography. Phantom cases were selected by a radiology resident and
fellow to be adequate representations of varying target location and study difficulty.

FUJIFILM Amulet System with selenium detector and 50 micron resolution was used for image acquisition. The
same imaging conditions were used for 2D and 3D images. The 2D phantom images were acquired with MoRh,
28kV and 71mAs per image and the 3D images were acquired with MoRh 28kV and 36mAs per shot, bringing the
sum of the 0-degree and 4-degree images to a total of 72mAs.

Table 1. Study Case Types. Note that phantom orientation comprising of the 200 images acquired via 2D
mammography is identical to that of the 200 images acquired via 3D mammography

2D acquired 3D acquired
# Calcifications 80 80
# Masses 80 80
# Normals 40 40
TOTAL 200 200

2.4 Study Reading

The observer study had three radiologists—two dedicated mammographers and one board certified radiologist—at
USC Norris Cancer Hospital as readers in two rounds for a total of 400 readings per radiologist using the 3D
stereoscopic workstation for both 2D display as well as 3D display. The first round of mammograms utilized the
traditional 2D mammaography. The second round occurred approximately 3 weeks after completion of the first
round, and utilized the new 3D mammography. Each round was grouped into reading sessions of 50 cases. A
random number generator was used to separate each group of cases as well as the order of reading sessions. In
addition, both 2D and 3D display case groups were randomized to remove bias.

Scoring of images was based on the detection of lesions and each study had a reviewer confidence level associated
with it. Confidence levels were on a scale from 0 — 4:

0 — absolutely certain no target exists

1 — Less certain a target does not exist

2 — Unsure whether a target exists or not

3 — Less certain a target exists

4 — Absolutely certain a target exists

Radiologists were unaware of the number of potential findings in each case. In this study, the reviewer found none,
one, or more than one target. The targets or findings per 2D and 3D reading per case were recorded on a target
location sheet.

Reading of each study was also timed, with the timer starting once the reviewer opened the new study, and ending
once a final read was made.

3. METHODS

3.1 ROC Analysis
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ROC areas under the curves in comparing 2D vs. 3D mammography in the case of masses and calcifications
revealed no statistical significance in reader interpretation.

Table 2. ROC analysis of 2D vs. 3D for calcifications and normals

2D Area Under 3D Area Under Difference 95% CI

Curve Curve
Calcifications vs. | 0.9102 0.8232 0.0870 (-0.1326, 0.3067)
Normals
Masses vs. 0.7547 0.6482 0.1065 (-0.0522, 0.2652)
Normals

The final total number of studies consisted of 77 cases with a calcification, 78 cases with a mass, and 38 normals
read by three radiologists. P-values comparing 2D and 3D reads for the different categories are as follows:
calcifications 0.099, masses 0.003, normals 0.89. Table 3 details regarding how frequently multiple masses were
identified in 2D as compared to 3D.

Table 3. 2D vs 3D Mass Analysis*

2D 3D
# Masses Called 146/237 (61.6%) 114/237 (48.1%)
# Masses Called in Multiple 82 0
Masses from 2-6
# masses called correctly 22/82 (9.3%) 114/237(48.1%)
# False Positives 60/237 (25%) 0

Table 4. 2D and 3D Overall Lesion Grading

Type of Lesion

Calcification Mass Normal Total
2D Correctly Read 201/231 (87%) 146/236 (61.9%) 85/114 (74.6%) 432/581 (74.4%)
3D Correctly Read 188/231 (81.4%) 114/237 (48.1%) 86/114 (75.4%) 388/582 (66.7%)

3.2 Reading Times

In both 2D and 3D modes, the time it took to read calcifications on average was shorter than what it took to read
masses, which was in turn shorter than the average time it took to read a normal study. Differences in reading time
among the three subgroups between 2D and 3D were statistically different, with the 3D studies taking less time per
read in each situation.

Table 5. Average Reading Times

Type of Lesion Average Time (seconds)
Calcification | 2D 28.2159
3D 23.9460
Mass 2D 39.9450
3D 34.4639
Normal 2D 45.3711
3D 42,5255
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Table 6. Difference in reading time between 2D and 3D for calcifications, masses, and normals

Type of Lesion Mean 95% Confidence Interval of the Significance (2-
Time Difference tailed)
(seconds) Lower Upper

Calcification 4.269 1.731 6.808 0.001

(2D Time spent — 3D Time spent)

Mass 5.481 2.299 8.662 0.001

(2D Time spent — 3D Time spent)

Normal 2.845 2.977 8.744 0.341

(2D Time spent — 3D Time spent)

3.3 Confidence Levels

Confidence levels per read for calcifications were greater than that of masses, which in turn was greater than that of
normals for both 2D and 3D. 2D confidence levels were also higher than 3D cases, but were only statistically
significant for calcifications. 3D confidence levels were lower than 2D confidence levels for normals, and were
statistically significant. In reference to section 2.4 above, the readers were more confident in labeling normals as
normals (e.g. lower confidence level) in 3D than in 2D.

Table 7. Mean confidence levels per lesion type for 2D and 3D

Type of Lesion Mean Confidence Level Std. Deviation
Calcification 2D 3.6234 0.90945
3D 3.4545 1.06989
Mass 2D 2.8108 1.27634
3D 2.3840 1.08935
Normal 2D 2.0000 0.83452
3D 1.8584 0.76610

4. DISCUSSION
Overall, the study outcomes were impacted by the nature of the phantoms resulting in statistical differences between
sensitivity and confidence levels in 2D and 3D readings. The main statistically significant difference was in
specificity and reading time, both of which were more favorable in 3D images.

Of note regarding the higher percentage correct of interpreting masses in 2D as compared to 3D was the number of
lesions detected by the radiologists, particularly in the case of masses. The 3D readings, by comparison, had 114
masses called from 237 (48.1%), and no multiple masses were called. It is possible that the disparity between 2D
and 3D was due to a “shotgun” approach by the radiologists, as they were more likely to call multiple targets in the
2D images than in the 3D images — thus increasing specificity with the 3D readings. Sensitivity was not affected in
a similar fashion likely because sensitivity is related to dose, which is similar in both 3D and 2D mammography.

Calcification detection was much higher than mass detection likely because of the nature of the phantom’s
calcification targets. Once the radiologists realized that calcifications would appear with a consistent pentagonal
orientation, they would start to look for irregularities with such orientation in the phantom images. In addition,
noise was not a factor for the statistically insignificant difference in the performance of microcalcification detection
in 3D compared to 2D.

In addition, the radiologists felt that the phantom used made it difficult to detect targets, particularly due to the
nature of the background slabs which sometimes portrayed patterns that, if found in real breast tissue, would lead the
radiologist to be more suspicious of certain regions. Mass detection in particular was considered very difficult by all
three radiologists.

The time spent in reading via the 3D display was on average lower than with the 2D display, and was statistically
significant. In addition, the confidence level for reading normal cases in 3D was lower (e.g. readers were more
confident labeling normals as being normals) as compared to the 2D cases, and that result was statistically
significant.
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5. CONCLUSION

In the current clinical screening mammography environment, 2D digital projection imaging has a diagnostic
limitation of overlapping tissues, especially in dense breasts. Pathology is often obscured by overlying tissue or on
the other hand, it can be misleading due to tissue overlap. This gives rise to false negative and false positive reading
outcomes. Given the limitations of 2D mammography a new 3DM was evaluated with prior study at Emory
University (Reference 5) which resulted in improved detection of microcalcifications and masses due to the depth
perception visual separation of overlapped textures.

This phantom study showed no improvement in mass detection, however. Although this study revealed no
statistically significant changes in reader detection of calcifications and masses in the phantom studies, a few
interesting points were brought to light.

The amount of time taken by the radiologists in reading via the 3D display was significantly lower than with the 2D
display. Also, with the 3D display the radiologists were far less likely to call out multiple lesions, particularly in the
case of masses. The radiologists felt that it was easier to rule out potential lesions in 3D as compared to 2D, and
subsequently had fewer instances of multiple lesion detection with the 3D studies.

The targets in the phantoms were of a fixed pattern and appeared the same on each image. They were representative
of pathology; however, in reality they were quite limited in representing true breast pathology and so presented
another layer of artificiality which made it easier for the radiologists to identify targets. Calcifications were
consistent dot pattern, and masses were spheroidal. Calcifications used in the phantoms also did not behave like they
normally would with human breasts, features such as amorphous, indistinct, coarse, linear, pleomorphic or casting
type. Mass too were well circumscribed, which is very different from what the radiologists look for in true cancer
pathology, features such as spiculated, ill-defined, irregular or lobulated. In conclusion, the limitations of the
phantom used in this study may point out the need to perform human studies as it was brought up repeatedly by the
radiologists that the phantom did not behave like human breast tissue on imaging.

It should be noted that these preliminary observations of 3D readings would translate to more successful outcomes
in human subject studies. The ability to visualize tissue stratification and microcalcifications and masses at various
tissue depths was confirmed by the participating readers as well as other radiologists who were given a demo on real
human breasts. In the mammography screening environment, reading speed especially for true negatives and
reduction of false readings are very important for quality patient care. Unofficial feedback indicated that 3D
mammography would have improved diagnostic outcomes compared to conventional 2D, thereby having the
potential to reduce recall rates.
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Evaluation of a stand-alone computer-aided detection system for
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ABSTRACT

Acute intra-cranial hemorrhage (AIH) may result from traumatic brain injury (TBI). Successful management of AlH
depends heavily on the speed and accuracy of diagnosis. Timely diagnosis in emergency environments in both
civilian and military settings is difficult primarily due to severe time restraints and lack of resources. Often,
diagnosis is performed by emergency physicians rather than trained radiologists. As a result, added support in the
form of computer-aided detection (CAD) would greatly enhance the decision-making process and help in providing
faster and more accurate diagnosis of AIH. This paper discusses the implementation of a CAD system in an
emergency environment, and its efficacy in aiding in the detection of AIH.

Keywords: Acute Intracranial Hemorrhage, computer aided detection, traumatic brain injury

1. INTRODUCTION

Acute intracranial hemorrhage (AIH), defined as recent (<72 hours) bleeding within the skull, may be the result of
stroke or complication of head injury, such as in traumatic brain injury (TBI). Small AIH (<1 cm) can be difficult to
detect in a timely manner without the presence of an experienced radiologist, and may manifest weeks to months
later in the form of post traumatic stress disorder (PTSD) or change in cognitive or behavioral function. In military
and emergency room environments, evaluation for AIH may be carried out initially by emergency physicians,
internists and neurosurgeons.

In initial management of a patient with suspected AlIH non-contrast CT scans are ordered, but studies have shown
that CT interpretation by these acute care physicians may not be optimal. At the Walter Reed Army Medical Center,
an AlH computer-aided detection (CAD) was developed to facilitate quick diagnosis of AlIH, especially small AIH
in the emergency environment.

A receiver operating characteristic (ROC) study performed using the CAD system by emergency physicians and
radiology residents on 30 AlH studies with AIH smaller than 10 mm and 30 control studies revealed an average area
under the ROC (Az) increase from 0.8422 to 0.9294 (p=0.0107) and from 0.9371 to 0.9762 (p=0.0088), respectively
(Fig. 1).
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Figure 1.Receiver operating characteristics of detection of Acute Intracranial Hemorrhage among different clinician
groups. EP: emergency physicians; RR: radiology residents; RS: board certified radiology specialists; UA: unaided
reading mode; CAD: computer-assisted diagnosis reading mode.

2. THE CAD ALGORITHM

2.1 AIH CAD algorithm

The CAD algorithm for AIH detection was developed and tested with MATLAB. System input is a CT head series
in DICOM format, and the output is a series of DICOM images, which are secondary captures of the CAD.
Resultant images have potential AIH lesions outlined in red as those with high probability of being AIH, and blue
for those with low probability of being true AIH.

The CAD algorithm detects AlH in a step-wise fashion (Fig. 2):

1. First, skull is removed using global thresholding

2. The brain is realigned into the conventional orientation after automatic localization of mid-sagittal plane

3. Segmentation is based on combined processes of top-hat transformation

4. Candidate AIH lesions are given anatomic context by registration against a previously developed
coordinate system
Image features and coordinates of the candidates provide inputs for the rule-based classification system
Outputs of the algorithm are displayed as images with overlay of red perimeters surrounding genuine AIH

oo
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Segmentation of brain

Preprocessing

Automatic realignment of images

Extraction of candidate ATH

Localization of candidate AIH

Knowledge based classification of

candidate ATH

Figure 2.Schematic Diagram of the AIH CAD system. The last image shows outlined lesions with high probability
of being true AIH in red, and those with low probability of being true AIH in blue.

2.2 CAD Workstation

An automated system to facilitate integration of a stand-alone CAD system into the clinical environment was
developed around the AIH CAD. The system architecture for the system is shown in figure 2.
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Figure 2. Architecture and workflow diagram for the AIH CAD system, full capabilities shown

The CAD workstation is comprised of a DICOM receiver which listens every 5 minutes on a specific port for
incoming DICOM studies and routes them to a pre-specified folder.

The pre-processing unit then receives the studies to ensure that they are of the correct type (e.g. brain CT), and the
DICOM metadata scanned to ensure that it will be accepted by the algorithm.

The data is then stored in a file system, sorted by a control service, and displayed on a graphical user interface (GUI)
(Fig. 3). The GUI may be used both for viewing the original and post-processed images, as well as run the CAD
manually. The GUI can load images from the database or directly from CD-ROM, and displays the original images
adjacent to the CAD-run images. The GUI also allows for the user to annotate reports to be stored with the original
and CAD images as a separate text file.

A web server is included to allow the viewing of CAD results remotely.
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Figure 3.AlH CAD graphical user interface. Original image on the left, and CAD-processed image on right, with
red lesions being highly suspicious of AlH, and blue being detected lesions with low probability of being true AIH

2.3 AlIH, Traumatic Brain Injury and Walter Reed Army Medical Center

Military personnel experience more serious and unusual types of traumatic brain injury (TBI), which may result in
AlH, than civilians due to exposure to explosions from battlefield bomb blasts. In the battlefield setting, closed
brain injury is common and has higher incidence than that seen in other venues. Of all military personnel who
experienced injuries because of hostile fire in Iraq and Afghanistan and who were evacuated to WRAMC, 28% had
TBI.

Due to the difficulty in diagnosing small AIH, many soldiers return home without receiving appropriate therapeutic
care, which may result in untreated PTSD or behavioral changes months to years later. The AIH CAD workstation
was developed to allow for earlier detection and management of small AIH.

3. WORKSTATION EVALUATION

3.1 Problems Encountered in System Integration

Despite having the above mentioned capabilities, given the strict web security requirements of the Walter Reed
Army Medical Center, the system was developed to act as a stand-alone system with manual feeding of studies from
CD-ROM or DVD. Placing a system online at WRMC requires a certificate of net worthiness, and the approval
process for such a certificate may be lengthy. Despite this, proceeding on the application for the certificate of net
worthiness is underway, and in the meantime the system was developed to work off-line until it is able to be placed
on-line. How the system handles CD-ROMSs with images was explained in section 2.2 The CAD workstation can
then automatically load, preprocess, and run the images automatically, as well as store the original images, results,
and annotations locally.

In addition, in testing the workstation with studies from Walter Reed Army Medical Center, 26 AIH cases from
WRMC with 26 matched normals were evaluated, with results posted in Table 1. The studies used were acquired
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from military installations throughout the middle east from soldiers with suspected traumatic brain injuries. The
studies were of patients with radiologist-diagnosed small (<1cm) AlH.

A similar study was performed earlier on cases from the Los Angeles County/University of Southern California
(LAC/USC) hospital, which showed a 89.6% lesion detection sensitivity on a per patient basis.

3.2 Results

Table 1. Summary of CAD results for WRAMC cases on a per patient basis
True Positives 26/26
False Positives 10/26
True Negatives 1/26
False Negatives 9/26

The high number of false negatives in this evaluation was likely due to signal noise from studies acquired from
different CT machines. The original CAD algorithm was developed from images acquired from a single modality in
Hong Kong.

In addition, five out of 26 AIH studies did not make it past the CAD analysis phase, due to DICOM header
discrepancies. This is also attributable to the use of different imaging modalities for each study. To accommodate
for this, the CAD algorithm itself had to have its knowledge base classification system modified.

3.3 Future Work

Improvement of the knowledge classification system used by the algorithm is in need of refinement to account for a
wider spectrum of acquisition CT modalities used. In addition, although the workstation can be implemented for
off-line use at Walter Reed Army Medical Center, its versatility can be further evaluated by enabling on-line use.
Steps are being taken to provide the workstation with a certificate of net-worthiness at the Walter Reed Army
Medical Center for such a goal.

In addition, work is underway to develop a 3D algorithm to detect AlIH, as opposed to the slice-by-slice 2D
methodology in use with the current system. Implementing a 3D algorithm in detecting AIH may improve
sensitivity of detection, particularly with small (<1cm) AIH.

4. CONCLUSION

Detection of AlIH in the acute care setting is important facilitating early management. In many parts of the world a
trained radiologist’s expertise may not be readily available, and implementation of a CAD system may be a viable
alternative.

The current AIH CAD system presented here is undergoing refinements in knowledge-based classification, but will
be deployed for off-line use at the Walter Reed Army Medical Center. It is pending WRAMC certificate of net
worthiness for on-line use.
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ABSTRACT

Multiple sclerosis (MS) is a demyelinating disease of the central nervous system. The chronic nature of MS
necessitates multiple MRI studies to track disease progression. We have presented an imaging informatics decision-
support system, called MS eFolder, designed to integrate patient clinical data with MR images and a computer-aided
detection (CAD) component for automatic white matter lesion quantification. The purpose of the MS eFolder is to
comprehensively present MS patient data for clinicians and radiologists, while providing a lesion quantification tool
that can be objective and consistent for MS tracking in longitudinal studies. The MS CAD algorithm is based on the
K-nearest neighbor (KNN) principles and has been integrated within the eFolder system. Currently, the system has
been completed and the CAD algorithm for quantifying MS lesions has undergone the expert evaluation in order to
validate system performance and accuracy. The evaluation methodology has been developed and the data has been
collected, including over 100 MS MRI cases with various age and ethnic backgrounds. The preliminary results of
the evaluation are expected to include sensitivity and specificity of lesion and non-lesion voxels in the white matter,
the effectiveness of different probability thresholds for each voxel, and comparison between CAD quantification
results and radiologists” manual readings. The results aim to show the effectiveness of a MS lesion CAD system to
be used in a clinical setting, as well as a step closer to full clinical implementation of the eFolder system.

Keywords:Multiple Sclerosis, CAD, electronic patient record, imaging informatics, algorithm validation

1. INTRODUCTION

The goal of this paper is to update on the continuous development of an imaging informatics-based eFolder
specifically for multiple sclerosis patients. The system integrates patient data with MR images and an automatic
lesion quantification program to aid in disease tracking and management for clinical and research environments.
This project focuses on the validation methodology and results of the automatic lesion quantification component.

1.1 Multiple Sclerosis

Multiple Sclerosis (MS) is an autoimmune neurological disease that affects approximately 2.5 million people
worldwide, and proximately 200 new patients are diagnosed with MS each week in the United States. The body’s
own immune system attacked the central nervous system, causing damages and scar tissues (called lesions) in brain
parenchyma, spinal cord, and optic nerves®. Its symptoms vary greatly and in the most severe cases can be disabling
and life-threatening. Currently there is no cure for MS, and treatments for MS include disease management,
reducing number and severity of attacks, and improve patients’ ability to function in daily lives®®. Therefore,
longitudinal disease tracking of patients become key in MS treatment.

Magenetic Resonance Imaging (MRI) is a commonly-used tool in diagnosing and monitoring MS by visually
displaying lesions®.Lesions in white matter appearshyperintense in MR sequences T2 and FLAIR, while lesions may
appear hypointense in T1 sequences. Figure 1 shows a MS patient’s MRI in the three sequences.
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Figure 1.Three axial brain images of an MS patient. The left-most image is T1-weighted, the middle image is
T2-weighted, and the right-most image is FLAIR. White regions in FLAIR image (as pointed by arrows)
indicates MS lesions in white matter

In longitudinal tracking, existing individual MS lesions need to be identified and quantified for monitoring patients’
responses to treatments as well as disease progress. To solve these challenges, an imaging-informatics based eFolder
has been designed to store and display MS patient data with MR images and MS lesion quantification results. The
benefits of the eFolder include integrated patient data repository, an automatic lesion detection and quantification
system to allow disease tracking on MR, and a data mining tool for both clinical and research purposes.

1.2 Design of MS eFolder

Figure 2.shows design components of the MS eFolder system.

MS eFolder system

DICOM eFolder web-based services
Services

DICOM Database Web
receiver server server

Control
Device CAD server

Imaging Au.t(_)ma’tic Iesior.1 SR conv.ersion
Data quantification algorithm service

archive

Figure 2.MS eFolder system diagram. The system itself contains three components: eFolder web-based
services(red), graphical user interface (green), and CAD component (white). DICOM services (in orange)
provide DICOM-based operations needed for eFolder system integration in clinical environments

The MS eFolder system has three main design components: database, graphical user interface, and a computer-aided
detection (CAD) system that can quantify lesion volume and number of lesions.
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1.2.1 Database design

The eFolder database stores text data such as patient history, MR image locations, and lesion quantification results.
Database schema has beendeveloped in MySQL The database structure is built such that one single patient has a
unique data entry regarding demographics and social data, has a list of all MR studies regarding to MS, and a list of
all CAD results (in Structured Reporting, or SR, format) available for that patient. The data therefore is patient-
centric and allows quick access to a patient’s historical data. Patient demographic data is collected and designed via
physicians’ survey forms. The imaging database follows the DICOM structure to store metadata from headers. The
CAD results database stores quantified lesion statistics on both study and image level.

1.2.2 Graphical User Interface design

A graphical user interface (GUI) is needed to display all the information available in the eFolder, as it ties
everything together in a presentable and user-friendly way for navigation of data. The web-based GUIs have the
following characteristics:

e The GUI need to be web-based to allow remote access using thin-client architecture. Computations and
visualizations are completed on the server side for a light-weight and fast GUI.

e The GUI needs to be comprehensive. It needs to display patient clinical data, imaging data, and CAD
results on the same interface. It allows physicians and radiologists to access all of the information related to
the data query.

e The system needs to be dynamic and allow display of 3D images and manipulations of images presented.
An attractive viewing interface allows for a more clarified presentation

e The GUI needs to allow flexible and intelligent data mining. With a large number of patients’ information
stored in the eFolder system, any clinician and researcher should be able to look up MS patients on a
variety of different search criteria, ranging from patient demographic data to lesion analytical results.

A web-based GUI has been designed and developed for this purpose. A more detailed description of the GUI is
presented in “Development of a Data Mining and Imaging Informatics Display Tool for a Multiple Sclerosis e-
Folder System” by M. Liu et al. in SPIE Medical Imaging conference proceedings.

1.2.3 Computer-aided Lesion Detection (CAD) and quantification system

The MS CAD algorithm is designed to output lesion volumes, lesion locations, and total lesion load. The detailed
algorithm design splits up into three parts: preprocessing, lesion voxel identification by probability thresholding, and
lesion quantification. The algorithm is prototyped in MATLAB.The algorithm is designed on 3-D MRI brain
images. It uses T1, T2, and FLAIR (Fluid attenuated inversion recovery) axial slices. The algorithm converts the
MR images into a three-dimensional matrix for 3-D lesion analysis.Lesion voxel classification is based on K-nearest
neighbor(KNN) principle. Methodology of the CAD algorithm is described in more detail in the Method section

1.3 MS CAD Validation

In order to ensure CAD results to be accurate and conform to current clinical standards, the results need to undergo
validation steps. Currently, there are no methods of quantifying lesion volumes other than manual estimation by
radiologists. However, the computer-aided detection results can be validated via comparing lesion contours with
radiologist’s manual contours. This paper aims to present the methodology of MS CAD clinical validation, to
present results of findings, and to list future tasks to be completed for MS CAD algorithm in the eFolder system.
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2. METHOD

2.1 Data Collection

The focus of this presentation is to compare MS CAD findings with radiologists’ findings on MRI. For data
collection of this presentation, 20 MRI studies of 17 different MS patients have been collected at University of
Southern California Medical Center.The cases are all of 3mm slice thickness with 0Omm gap between slices. The
images are acquired from Siemens® Symphony Maestro class 1.5T.

2.2 MS CAD methodology

The MS CAD methodology includes three steps: preprocessing, lesion voxel identification, and lesion clustering and
quantification.

2.3 Preprocessing

Goal of preprocessing is to standardize and prepare brain images for KNN classification steps. The result of
preprocessing is the segmented brain matter, which then can be used to assess total brain volume and to identify all
voxels needed for feature analysis.

2.4 Image preparation and Resolution Standardization

The first step in image preprocessing is to read and extract the input images: T1-weighted, T2-weighted, and FLAIR
axial slices. The images are loaded into a 3-D matrix in MATLAB®. Intensity values are normalized to 256 grey-
scale. Resolutions of the three series are examined. If T1, T2, and FLAIR images are of different resolution, a
resolution standardization process is used to resize all images to a standard resolution, i.e. the lowest resolution is
used as the uniform resolution of the three sequences, and intensity values of the images are interpolated bi-linearly.

2.4 Image realignment via Midsagittal Plane

After the three sequences are of uniform resolution, the second step is to realign the images such that they are of
uniform orientation. The images are realigned according to the midsagittal plane (MSP). The MSP is defined as “a
plane formed from the interhemispheric fissure line segments having the dominant orientation”®, and the MSP is
identified via localizing the fissure line segments in the 3-D brain data set. From identifying the MSP, the yaw, pitch
and roll rotation angles of the brain are calculated. The images are rotated using the rigid body transformation
principles on the z-plane.

Figure 3 shows an original FLAIR image and the image after realignment.

Figure 3 Effects of image rotation via midsaggital line (in red). Left: original MR image. Right:
Rotated image with normalized intensity values.

2.5 Brain segmentation
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After image realignment, a segmentation of the human brain is needed to select the region of the head where the MS
lesions can occur, which is both white and grey matter of the brain (with emphasis in the white matter region). The
brain is segmented based on an automated histogram-based algorithm for T1 and FLAIR images. The algorithm
involves three steps: 1) foreground/background thresholding, 2) disconnection of brain from skull via morphological
operations, and 3) removal of fragments such as sinus, cerebral spinal fluid, and so on®. Figure 4 shows the
segmented brain mask and the subsequent isolated grey and white matter.

Figure 4 Left: Realigned FLAIR image. Middle: Brain mask. Right: Segmented brain parenchyma

2.6 Lesion Classification based on KNN

After the brain is extracted from the 3-D volume data, each T1-w, T2-w, and FLAIR voxel within the brain mask is
examined and the probability of each voxel being a lesion or non-lesion voxel is determined.

The voxel identification section is based on the k-nearest neighbor (KNN) algorithm’. KNN uses a set number of
features to build a multi-dimensional feature space. Features of a single voxel are extracted and put into the feature
space. A number K of closest neighbors of the target voxel are found within the feature space. The classification of
the input voxel is determined by the composition of classes of the K nearest neighbors.

2.7 Feature Extraction

For the lesion classification algorithm, six features are used to build a three-dimensional feature space: voxel
intensity of T1, T2, FLAIR images.

2.8 Training Sets

The next step is to populate the feature space with lesion voxel features and non-lesion voxel features. To know
which voxels are a part of a MS lesion and which are not, a set of four 3mm-slice training cases, or training sets,
have been created to train the feature space. The 4 training sets contains T1, T2, and FLAIR brain MR images with
various severity and MS lesions present in their white matter (see red box in Figure 4.9). Two neuroradiologists
have participated manually segmenting MS lesions from those 4 training sets, thus identifying all lesion voxels. The
training steps only need to be completed once, as all future voxel analyses are based on the constructed feature
space. The training set includes voxel features from the 4 cases, with each voxel classified as “lesion” or “non-
lesion”. The general principle of this algorithm is to determine the probability of a voxel being “lesion” by finding
out the number of “lesion” nearest neighbors out of k nearest neighbors.

2.9 KNN Algorithm with kd-tree Structure

For an input voxel, the features are extracted and put into the trained feature space. The distance between the input
point and the trained voxels are calculated one-by-one, and 100 closest neighbors are determined. Since there are
numerous points in the trained feature space, the KNN calculation process can be computationally tedious and time
consuming. A kd-tree structure is then applied to speed up this calculation.
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The algorithm first constructs a kd-tree, and arbitrarily selects the first parent node, which does not have to be a
nearest neighbor. The algorithm then searches through the child nodes to find a nearer neighbor. If the neighbor is
nearer than at least one of the 100 closest neighbors already found, it is then saved. The program then continues
recursively until the end of the tree structure. After the 100 nearest neighbors are identified, their classification as
lesion or non-lesion is determined. The formula for calculating lesion probability is as follows:

Numberofnearestneighborsclassifiedas "lesion"
Presion = 100

Probability thresholdingis applied to positively or negatively identify a voxel as a lesion voxel. The threshold is
currently set as 70% based on results of KNN algorithm on the 4 training sets, therefore point A is classified as a
non-lesion. The lesion detection part is completed here and is the focus of the clinical validation process. Figure 5
shows an example of lesion detection results.

Figure 5 MS CAD results: Left upper: FLAIR image with brain matter segmented, Right upper:
Lesion probability map of the original image in grey-scale. The whiter the voxel is, the more likely
it is a lesion voxel. Left bottom: black-and-white lesion map produced by thresholding probability
map at 70%. Right bottom: lesion voxels verlay on top of original image

2.10 Lesion Quantification

Lesion voxels in the binary segmentation are clustered in 3-D with 26-connectivity. All clusters smaller than 10
voxels, or approximately 28.6 mm? in size, are removed due to possibility of being noise. Subsequently, the lesion
load (total lesion volume in the brain) and the number of lesions can be calculated using these clusters. Lesion
volume is obtained by multiplying humber of voxels in a lesion and the voxel size, which is extracted from DICOM
headers of images. Lesions are separated into three subgroups: small (< 1 cm?), medium (between 1 and 5 cm®), and
large (> 5 cm®). Lesion load is obtained by summing up all lesion volumes, and lesion locations are identified by the
coordinates of their centroids.
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2.11 CAD result validation methodology

The CAD validation methodology is designed to be efficient and easy-to-use for evaluators, or neuroradiologists.
The goal of the validation process is to compare lesion detection results with radiologists’ manual contours, which is
considered the gold standard in MS lesion detection. The evaluation workflow is designed as follows:

1. Original MR imagesare shown on a graphical user interface, in this case an ITK-SNAP® toolkit® that has
been designed to display 3-D images.

2. Evaluators are able to manually contour onto the MR images using ITK-SNAP toolkit. They are instructed
to draw contours on the CAD image while using the original image as their references.

3. Manual contour results are compared with CAD results. Both manual and CAD results are quantified via
the quantification steps described in the previous section.

The advantages of using the toolkit include 1. It offers a manual contouring function by directing outlining the
lesions with mouse pointer, 2. It stores results in standardized format, i.e. DICOM or NIFTI, that can be read by
other compliant software, including MATLAB®, and 3. It allows multiple instances to be open on the same
workstation, for radiologists to view multiple windows of the same images side-by-side if they choose.

A neuroradiologisthasbeen recruited to read the 20 cases and manually contoured all lesions. The results are
quantified using the quantification tool and have been recorded.

3. RESULTS

3.1 MS CAD results

Table 1 shows the MS CAD results of the 20 MR cases. The bolded columns show longitudinal studies of 3
patients.

Table 1 Preliminary MS CAD results of 20 cases. Bolded rows indicate longitudinal studies

Patient | Age | Brain vol. (cm?®) Total lesion load (cm?) No. of Lesions
P001 36 1219 0 0
P002 59 976 3.89 8
P003 51 1217.6 0 0
P004 40 1217.9 1.59 11
P005 31 1104.6 32.63 12
P006 61 1112 1.64 12
PO07 56 1303.5 0.9413 5
PO07 57 1206.5 0 0
P008 36 1229.8 0.3694 5
P009 43 1280.7 1.3103 7
P010 31 1018.5 0 0
P011 50 1171 4.49 32
P012 32 1214.7 1.0071 12
P012 33 1392 0.16 3
P013 35 1055.3 33.74 12
P014 38 1327.3 2.2287 26
P015 44 1360.4 3.4361 25
PO16 41 1292.2 0.0801 2
PO16 43 1392 0 0
PO17 28 1463.2 2.1973 20

Figure 6 shows an example of a FLAIR image with lesion detection results shown in ITK-SNAP software.
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Figure 6.Top: FLAIR image with lesion detection contour. Bottom: 3-D reconstruction of lesion contours
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3.2 CAD Validation results

Table 2 lists the lesion quantification results from both CAD and radiologists’ contours. The bolded columns show
longitudinal studies of 3 patients.

Table 2. Lesion Quantification results from both CAD contours and Radiologist’s contours

Patient | Lesion Load (cm?) Lesion Load (cm®) No. of Lesions | No. of Lesions
(CAD) (Radiologist) (CAD) (Radiologist)

P001 0 38.00 0 27
P002 3.89 7.11 8 39
P003 0 0.56 0 8
P004 1.59 9.11 11 32
P005 32.63 42.66 12 53
P006 1.64 9.44 12 36
P007 0.9413 3.52 5 28
P007 0 2.7 0 17
P008 0.3694 4.66 5 45
P009 1.3103 3.63 7 23
P010 0 39 0 29
P01l 4.49 7.43 32 77
P012 1.0071 11.6 12 47
P012 0.16 6.51 3 27
P013 33.74 372 12 45
P014 2.2287 6.62 26 35
P015 3.4361 8.55 25 57
P016 0.0801 2.38 2 24
P016 0 1.78 0 16
P017 2.1973 8.78 20 56

Figure 7 shows a sample image of CAD contour versus the radiologist’s manual contour.

10cm

Figure 7. Left: CAD contour on top of MR image. Right: CAD plus Radiologist’s edits on top of same MR image

4. DISCUSSION

From initial evaluation, there are significant difference between CAD results and radiologist’s evaluations. The
CAD algorithm has underestimated lesion volumes and has identified fewer lesions than radiologist’s readings. The
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most common characteristic of CAD results, while compared with radiologist’s contours, is that CAD is less
sensitive on small lesions and does not accurately contour the bigger lesions. This can be attributed to two reasons:
1. the threshold value is too high and needsrefinement and 2. noisethresholding is too high at 10 voxels. It should be
noted that most of the lesions missed by CAD are very small and may only appear in one image, instead of multiple
images for larger lesions. Many smaller lesions identified by radiologists should also be considered as part of a
larger lesion per CAD identification. In the expert’s opinion, the CAD algorithm correctly identified roughly 60% of
MS lesions.On the other hand, out of the 20 cases, only 2 cases contain false positive detections.

Based on the evaluation results, the CAD algorithm needs to undergo further revision:
e Adjusting thresholding and clustering techniques to give a more accurate detection
e Adding more features (such as location coordinates) in KNN search can increase voxel classification
accuracy
e More training cases and better-selected training cases can improve KNN search as well
e More radiologists are needed to give a more robust evaluation results

5. CONCLUSION

MS CAD algorithm, designed to automatically detect MS lesions in brain MRI and quantify lesion volumes and
numbers, has been successfully developed and is now in evaluation and revision stage. Preliminary evaluation
results show that the algorithm is underestimating lesion volumes and numbers of lesions compared to a
radiologist’s readings. The evaluation results will aid future revisions and improvements of the MS CAD program,
which has the capability of aiding clinicians and researchers in identifying and tracking MS lesions in MR studies.
The completed MS CAD program will be integrated in the MS eFolder, making it a complete and powerful imaging-
informatics- based system in MS treatment and research.
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A Solution for Archiving and Retrieving Preclinical Molecular Imaging
Data in PACS Using a DICOM Gateway
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ABSTRACT

Advances in biology, computer technology and imaging technology have given rise to a scientific specialty referred
to as molecular imaging, which is the in vivo imaging of cellular and molecular pathways using contrast-enhancing
targeting agents. Increasing amounts of molecular imaging research are being performed at pre-clinical stages,
generating diverse datasets that are unstructured and thereby lacking in archiving and distribution solutions. Since
PACS in radiology is a mature clinical archiving solution, a method is proposed to convert current imaging files
from preclinical molecular imaging studies into DICOM formats for archival and retrieval from PACS systems. A
web-based DICOM gateway is presented with an emphasis on metadata mapping in the DICOM header, system
connectivity, and overall user workflow. This effort to conform preclinical imaging data to the DICOM standard is
necessary to utilize current PACS solutions for preclinical imaging data content archiving and distribution.

Keyword: Molecular Imaging, PACS, Preclinical Data, Archiving, DICOM

1. INTRODUCTION

With rapid advances in biology, computer technology and imaging technology, molecular imaging has been growing
in recent years in the generation of valuable new imaging data. The interest in molecular imaging has especially
increased the amount of pre-clinical images data being created, consequently requiring robust archiving solutions at
many research institutions.™ PACS is the de facto archiving solution for clinical radiology, but it has been
standardized to the DICOM file format. A method is presented here to receive and convert preclinical molecular
images into DICOM formats so that they conform to the interface requirements of most PACS archives. The
benefits of utilizing existing PACS solutions for preclinical imaging datasets are its standardized data exchange
interface, structured data content search and retrieval functionality, and mature vendor-supported hardware and
software solutions.

1.1 Utilizing PACS for Preclinical Research

The clinical application of PACS is to receive, archive, display, and distribute digitized medical imaging studies for
radiology and any related physicians in medicine. To achieve this over the past decades, PACS has revolutionized
the field of medical imaging, calling for information technology standardization, workflow optimization, and
extensive industrial vendor support.”*! Although imaging-based preclinical research is focused on animal-model
studies as opposed to patient diagnosis, the data management demands and investigative workflow are similar to
clinical radiology. The preclinical investigative workflow shown in Figure 1 demonstrates the need for a data
archiving and distribution system for steps 7 and 8, respectively. Adopting PACS for preclinical research
environments would capitalize on the data management infrastructure already available for medical imaging data
content.

*jasperle@usc.edu; phone 1 213 743-2520; fax 1 213 743-2962; www.ipilab.org
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Figure 1. General preclinical investigative workflow at preclinical molecular imaging facilities

1.2 Preclinical Molecular Imaging Data Objects

Preclinical investigators are increasing interested in cellular and sub-cellular activity in animals by utilizing novel
molecular imaging modalities available at animal imaging facilities. The results are color-enhanced and multi-
modality images that simultaneously illustrate anatomical and pathology information to researchers.™ However,
generating and analyzing these datasets create diverse and non-standardized file formats because it requires
complex, often proprietary, pre-processing and post-processing techniques. Raw data is represented in various
binary file formats, intermediate post-processing files is often proprietary in format, and final viewable images are
outputted in a myriad of display formats such as JPEG, TIFF, BMP, and PNG. Furthermore, data context and
metadata is usually represented as separate header text files, thereby requiring users to associate header files to
corresponding imaging files. A growing number of preclinical imaging software can export DICOM file formats for
their final viewable images, but these typically fail to capture comprehensive study context and metadata in their
DICOM header. To avoid incomplete DICOM datasets and non-DICOM image formats in preclinical data archives,
a centralized and standardized data storage solution is needed for preclinical imaging environments.™! Table 1 is an
overview of the diverse preclinical molecular imaging data objects from six preclinical imaging modality types that
have been identified by the USC Molecular Imaging Center.
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Table 1. Preclinical molecular imaging file formats.

Software
Modality Type File Format Description (Manufacturer)
MicroPET *.Ist +*.Ist.hdr Image Acquisition files MicroPET
*.scn *.scn.hdr Histogram Reconstruction Manager
*.img + *.img.hdr | Final Reconstruction (Siemens)
MicroCT *.cat + *.cat.hdr | Image Acquisition files Inveon (Siemens)
*.img + *.img.hdr | Final Reconstruction Cobra (Siemens)
PET/CT *.img PET Input file Amide
*.img CT Input file (GNU Project)
* Xxif Final Co-registered Image
Optical * tif Acquisition files Living Image
*.txt Processing Parameters Final (Xenogen)
*.png Overlayed Image
Ultrasound *.avi Recorded video clips Vevo 770
* tif Screenshots (VisualSonics)
*.dcm Screenshots
Autoradiography * tif Image Acquisition file OptiQuant
*.ana Analysis ROl file (Packard
Instrument Co.)

2. METHODOLOGY

The design of the DICOM conversion gateway requires a user interface that allows multiple researchers to input
textual metadata and attach original preclinical imaging files to be sent to PACS as a normalized DICOM study
dataset. This was achieved by implementing the gateway as an Apache web-server with a database and DICOM-
handling Java services. The system connectivity, workflow, user interface, and DICOM conversion are presented
here.

2.1 System Connectivity and Workflow

The web-based DICOM conversion gateway shown in Figure 2 is access by investigators as a secure web-page on
their workstations (WS) across a local-area-network. Through the web-page, investigators login with their registered
account and password, and then upload new study datasets by filling out fields with relevant preclinical study
metadata. After preclinical imaging scans and analysis are completed, the physical data files generated can be
transmitted from investigator workstations to the DICOM conversion gateway via network-shared directories on the
gateway using the Server Message Block protocol (SMB). Once studies are registered into the user interface and
imaging files are copied to the gateway, the investigator can initiate DICOM conversion and archiving into the
PACS Server by clicking on a submission button in the final step of the upload process. Once in the PACS Server,
the normalized preclinical studies are cataloged and stored to the PACS Archive that typically comes with a PACS
implementation as a redundant disk device. Lastly, PACS solutions include sophisticated viewing workstations with
visualization features such as window/level adjustments and customizable hanging protocols. However, if
investigators require physical retrieval of the preclinical studies from the PACS, the normalized DICOM files can be
retrieved directly from the PACS Server to a DICOM device such as the web-based DICOM conversion gateway.

44



Investigator WS - Workstations

= _
% /Web-based PACS Server Te—_

HTrp erary
Preclinical Mg PIoPC_ "~ ~ PACS Viewing
@ picOM -

DICOM Conversion

Preclinical Gateway

Investigator WS

PACS Archive

Figure 2. General investigative workflow at preclinical molecular imaging facilities

Referring to the preclinical investigative workflow, Figure 3 shows that adding the web-based DICOM conversion
gateway requires an additional event into the data archiving process. Once investigators plan and schedule their
preclinical imaging study, they can register the new study’s metadata into the web-based DICOM conversion
gateway. This preliminary event replaces the current methods of logging preclinical study metadata on paper
notebooks by imaging technicians and provides a single-entry solution for normalizing all data generated during a
study. Step 7 is the physical uploading of created preclinical imaging files to the DICOM conversion gateway. As
mentioned earlier, a final submit process is required by investigators to begin the DICOM conversion and archiving
in to the preclinical imaging PACS. Investigators can download their DICOM studies in Step 9 by requesting
specific studies from the gateway’s web-based user interface. The gateway would send a DICOM C-Find and C-
Move request to the PACS Server with a unique study identifier. When a requested DICOM study is received at the
gateway, it is available for network file transfer in the same way that the original files were uploaded from
investigator workstations.
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Figure 3. Revised preclinical investigative workflow using the web-based DICOM conversion gateway and PACS

2.2 Web-based Graphical User Interface

The graphical user interface was created for the DICOM conversion gateway to enable preclinical metadata input
and to customize user interactions with the consequent PACS archive. User input is necessary for capturing study-
level metadata for the automated DICOM conversion process using DICOM toolkits. Relevant study metadata that
was previously scattered across unstructured textual header files can now be centralized and inserted into DICOM
images. A customized user interface is needed for advanced search functionality by detailed preclinical imaging
parameters, such as animal-model type or IACUC (Institutional Animal Care and Use Committee) number. The user
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interface was created as a web-based display to enable multiple simultaneous user access and to avoid client-side
software installation requirements. The main features of this web-based interface are demonstrated in screenshots
seen in Figures 4 and 5.

Molecular

0 [L

Enter information about the new study

=== (3o back to Home Page
=< Go Back to Study Selection Page

Investigator: | ---- N | Mew Inwestigator
Primary Institution: [---- v| Mew Instiution

Study MName: | nO SpACes
Study Start Date

Animal Type: EEEEI

Animal ROT: ---- v

Animal Strain; |

LACUC Mumber: |

# of Controls: l:l

# of Expenmentals: l:l

Study Description:

Shared Access: (enter email addresses, separated by commas)

*omly users registered in MIDG gystem will be eligibla.

Create Mew Study

Figure 4. User interface for preclinical study metadata registration

Figure 4 shows the new study registration form that can be filled out by either primary investigators or preclinical
imaging facility staff upon defining the study plan. It requires general preclinical study metadata input such as study
date, animal type, IACUC number, and a list of users who have access to download this study’s dataset after it has
been uploaded. Figure 5 shows the preclinical study download page that allows investigators to download their study
datasets, and also to perform advance search for openly shared studies that are available on the preclinical research
PACS.
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Figure 5. User interface for preclinical study download and advanced search

2.3 DICOM Conversion

With similarities and differences between molecular imaging research and clinical radiology environments, mapping
molecular imaging study metadata to DICOM header tags originally intended for clinical patient studies required
some customization. Nonetheless, certain pre-defined DICOM unique identifiers (UID) such as Service-Object Pair
(SOP) Class UID and Transfer Syntax UID were kept in conformance to the DICOM standard. Table 2 lists and
describes the DICOM tags that are modified by the DICOM conversion gateway. Although not all 38 fields are
required for successful storage within PACS, certain metadata are inserted for the benefit of investigators who will
download and import these DICOM files on their own computers. Because the preclinical molecular imaging
workflow does not require the assignment of patient, study, series, and file instance identifiers, these DICOM tag
values were generated by the DICOM conversion gateway and are highlighted in orange text in Table 2.

Table 2: List of DICOM tags that are mapped by the DICOM conversion gateway
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DICOM Tag Tag ID | VR | Description
Media Storage SOP | 0002,0002 | Ul Same as SOP Class UID
Class UID
Transfer Syntax 0002,0010 | UI Supported Transfer Syntax:
[Implicit VR Little Endian = 1.2.840.10008.1.2]
[Explicit VR Little Endian = 1.2.850.10008.1.2.1]
[Explicit VR Big Endian = 1.2.840.10008.1.2.2]
[JPEG Baseline, 1.2.840.10008.1.2.4.50]
[RLS Lossless = 1.2.840.10008.1.2.5]
SOP Class UID 0008,0016 | UI Supported SOP Classes:
[SC Image = 1.2.840.10008.5.1.4.1.1.7]
[CT Image = 1.2.840.10008.5.1.4.1.1.2]
[PET Image = 1.2.840.10008.5.1.4.1.1.128]
[US MF =1.2.840.10008.5.1.4.1.1.3.1]
[MR Image = 1.2.840.10008.5.1.4.1.1.4]
SOP Instance UID 0008,0018 | Ul SeriesUID.FilelD
Study Date 0008,0020 | DA | Study Date, in the form of yyyymmdd
Series Date 0008,0021 | DA | Session Date, in the form of yyyymmdd
Accession Number 0008,0050 | SH | StudyUID without the periods in the middle.
Modality 0008,0060 | CS | Modality Type Abbreviations: CT, PT, OPT, US, AR
Manufacturer 0008,0070 | LO | Modality Manufacturer Name
Institution 0008,0080 | LO | Investigator's Institution
Referring Physician | 0008,0090 | PN | Investigator's Full Name
Study Description 0008,1030 | LO | Study Description
Series Description 0008,103E | LO | Scan Comments
Department 0008,1040 | LO | Investigator's Department
Operators' Name 0008,1070 | PN | Imaging Technician's Full Name
Model Name 0008,1090 | LO | Modality Manufacturer's Model Name
PatientName 0010,0010 | PN | Animal Subject's Name
Patient ID 0010,0020 | LO | Investigator ID
Patient Sex 0010,0040 | CS | Animal Subject’s Sex, M or F (has to be uppercase)
Patient Age 0010,1010 | AS | Animal Subject’s Age, nnnD, nnnW, nnnM, nnnY
Patient Weight 0010,1030 | DS | Animal Subject’s Weight in kg
Patient Species 0010,2201 | LO | Animal Type (eg. mouse, rabbit, etc.)
Description
Clinical Trial 0012,0081 | LO | "Clinical Trial Protocol Ethics Committee Name™ =
Committee IACUC
Clinical Trial 0012,0082 | LO | "Clinical Trial Protocol Ethics Committee Approval
Approval Number Number"
Exam Part 0018,0015 | CS | Animal Imaging ROI, Body Part
Contrast Agent 0018,0010 | LO | Radiopharmaceutical Biomarker (ex. FDG)
Study ID 0020,0010 | SH | Same as Accession Number
Study UID 0020,000D | UI 1.2.StudyID
Series UID 0020,000E | UI StudyUID.ScanID (note: sessionlD and grouplD are not

accounted for)

Deviating from the clinical DICOM data model, the ‘Referring Physician’ tag (0008,0090) has been allocated for the
preclinical investigator’s full name, and the investigator’s ID to the ‘Patient ID’ tag (0010,0020). The investigator’s
name is placed into the ‘Referring Physician’ tag because investigators play a synonymous role in requesting an
imaging exam. The investigator’s ID was used in the ‘Patient ID’ tag instead of an animal ID because molecular
imaging studies in research put little emphasis on individual animal-models. In stark contrast with clinical radiology
where patients are the focus and owners of imaging studies, investigators are the owners of imaging studies and
animals are simply vehicles in a study. Placing the investigator’s ID into the Patient ID also enables DICOM-
compliant software to sort imaging studies by investigators rather than a multitude of different animal ID’s. The
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other patient-related tags such as patient name and patient age, however, remain affiliated with the actual animal
subject of the imaging scan. In summary, although the preclinical DICOM conversion gateway has a study-centric
workflow to maintain user-access control, the DICOM data model adapted for preclinical imaging studies is a
hybridization of investigator and animal subject metadata.

3. RESULTS and DISCUSSION

To evaluate the preclinical DICOM conversion gateway, sample datasets from six molecular imaging modalities
were collected at the USCMolecularimagingCenter. Each dataset contains sample files from the acquisition, post-
processing, and distribution categories, when available. The distribution category represents conclusive files that are
typically selected and given to investigators for visualization and documentation. The preclinical molecular imaging
file formats that were able to be converted to DICOM and sent into a PACS archive are highlighted in red font in
Table 3.

Table 3: Preclinical Molecular Imaging File Formats Collected from USC MIC for Evaluation

Optical Autoradio-

MicroCAT MicroPET Pet-CT Imaging us graphy
Acquisition CAT LST DCM TIFF - TIFF
CAT.HDR LST.HDR TXT TXT ANA
Post-Processed IMG IMG XIF -- -- TIFF

IMG.HDR IMG.HDR
Distributed DCM DCM JPEG PNG DCM* BMP
PDF PDF PDF TIFF JPEG
XLS PDF PDF
AVI

3.1 DICOM Conversion

Although DICOM conversion was successful for most distributed file formats, some raw binary files and text files
seen in the acquisition and post-processing categories have not yet been converted to DICOM by the preclinical
DICOM conversion gateway. This is because the DICOM toolkit, DCM4CHE2!?, that is used does not yet support
or was not used for the DICOM conversion of these formats. Further work can be done to manually parse these
binary and text files so that they can be encoded into the appropriate DICOM file formats.

The other aspect of converting preclinical imaging files to DICOM regards metadata mapping of animal-model
experiments to the DICOM standard tags originally developed for human subjects. Because preclinical imaging
studies typically belong to primary investigators, investigators are the obvious candidate for the DICOM patient
object. That way, PACS workstations will automatically organize multiple studies by investigator identifiers in their
worklist. However, the theoretical patient subjects in these preclinical scans are the animal-models being
experimented on, leaving no sensible DICOM tag for animal-related metadata such as animal weight, age and 1D,
which is critical in longitudinal animal studies. Thus, an alternative solution would be to map animal-related
metadata fully to the DICOM patient object and to defer investigator identifies to the referring physician tag, as seen
in Table 2. The necessary compromise would be to modify PACS workstations so that studies can be hierarchically
categorized by referring physician identifiers, instead of the typical patient tag identifiers.

3.2 Maintaining Non-DICOM Data Authenticity

The caveat to standardizing preclinical data formats for storage in PACS is that original data formats are not
maintained. Sometimes investigators want to re-visit earlier studies and use a different pre- or post-processing
methodology. However, most of today’s preclinical imaging software do not support DICOM and require original
data formats to be imported. Although reverse operations can probably be implemented into the download dataflow
at the DICOM conversion gateway to address this need for authentic data, its development is counter-intuitive and
computationally wasteful. A compromise would be to keep a copy of the authentic non-DICOM acquisition and
post-processing files on a separate file server attached to the preclinical DICOM conversion gateway, so that users
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are given the option to download DICOM studies from PACS or authentic data format. Additional data management
services would need to be implemented to support this design.

4. CONCLUSION

With increasing volumes of molecular imaging studies being performed in preclinical research, preclinical imaging
facilities are challenged with managing diverse and often proprietary experimental imaging data formats. While
PACS is a mature medical image archiving technology that can be utilized as a robust central data repository, a
DICOM conversion gateway is needed to convert preclinical molecular imaging formats into DICOM for archival
into PACS. An investigator workflow, web-based graphical user interface, and DICOM conversion method were
presented to demonstrate the design of the preclinical DICOM conversion gateway. Results show the ability to
convert and archive TIFF, JPEG, BMP, PNG, and PDF file formats into PACS. Further work can be done on the
PACS-side to facilitate preclinical user workflow and preservation of pre-processed data objects.
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ABSTRACT

Multiple sclerosis (MS) is a debilitating autoimmune disease of the central nervous system that damages axonal
pathways through inflammation and demyelination. In order to address the need for a centralized application to
manage and study MS patients, the MS e-Folder—a web-based, disease-specific electronic medical record system—
was developed. The e-Folder has a PHP and MySQL based graphical user interface (GUI) that can serve as both a
tool for clinician decision support and a data mining tool for researchers. This web-based GUI gives the e-Folder a
user friendly interface that can be securely accessed through the internet and requires minimal software installation
on the client side. The e-Folder GUI displays and queries patient medical records--including demographic data,
social history, past medical history, and past MS history. In addition, DICOM format imaging data, and computer
aided detection (CAD) results from a lesion load algorithm are also displayed. The GUI interface is dynamic and
allows manipulation of the DICOM images, such as zoom, pan, and scrolling, and the ability to rotate 3D images.
Given the complexity of clinical management and the need to bolster research in MS, the MS e-Folder system will
improve patient care and provide MS researchers with a function-rich patient data hub.

Keywords: multiple sclerosis, e-Folder, graphical user interface, web-based, DICOM

1. INTRODUCTION

The goal of this paper is to present the development of a data mining and imaging informatics display tool for a
multiple sclerosis e-Folder system. The graphical user interface (GUI) would display information stored in the MS
e-Folder system and allow patient data lookup and data mining. Its interface aims to simplify workflow for
physicians, allowing pertinent information to be displayed in a quick and presentable manner. This comprehensive
informatics tool can benefit physicians and radiologists in decision support, treatment assessment, outcome analysis,
quantified lesion tracking, and act as a data repository for clinical researchers.

1.1 Multiple Sclerosis

Multiple Sclerosis (MS) is an autoimmune neurological disease affecting approximately 2.5 million people
worldwide. The body’s own immune system attacks the central nervous system, causing damage and scar tissues in
the brain, spinal cord, and optic nerves'. MS symptoms vary greatly and, in the most severe cases, can be disabling
and life-threatening. MS exhibits itself differently amongst different ethnicities?, such as different prevalent
symptoms, differences in disabilities, MS lesion locations, and response to treatments®. Factors in environmental
exposures may also result in MS taking different forms and progressions.

1.2 e-Folder concept

An MS e-Folder is an imaging informatics-based tool for MS treatment and research. The concept of the e-Folder is
derived from electronic patient record (ePR) system. An ePR system is a comprehensive patient record database that
includes a patient’s demographic information, medical history, disease history, and any other information that is
needed in a clinical environment. The advantages of an ePR are

1. It is paperless and easily accessible anywhere with a connection to the database server
2. It is comprehensive and can be designed to hold any information

3. It allows communication between different departments acting as a record-keeping and master database
for the enterprise environment.

51



The e-Folder differs from the ePR in many ways. First, the e-Folder is specifically designed for patients diagnosed
for a specific disease; in this case, MS. Thus, the system is required to store data that are relevant to the disease. An
ePR, on the other hand, is designed for patients in a certain geographical environment or a certain facility. Second,
the e-Folder is designed for data mining for specific disease characteristics. This allows for a more powerful tool for
gathering data in research specifically on the disease. The e-Folder, therefore, has a unique capability of decision
support and treatment planning for the disease.

The MS e-Folder combines three components into one comprehensive system: patient data database, patient images,
and CAD results. The system simplifies workflow for physicians in making follow up evaluations of multiple
sclerosis patients, deciding course of treatment for patients, tracking lesion changes over several imaging studies,
and making objective comparison studies for patients of different backgrounds and ethnicities.*

1.3 Importance for developing a comprehensive display tool for MS treatment and research

The development of a web-based graphical user interface (GUI) tool that properly displays information stored in the
Multiple Sclerosis (MS) e-Folder system would allow easy accessibility to physicians and researchers in search of
MS-specific information. Its interface aims to simplify workflow for physicians, allowing navigation of pertinent
information. Furthermore, with its querying capabilities, the e-Folder GUI is designed to be a powerful data mining
tool that will enable MS-related research.

2. METHODS

2.1 Graphical user interface design (GUI) overview

The e-Folder system GUI is web-based and written in PHP: Hypertext Preprocessor (PHP) scripting language. The
GUI communicates with the e-Folder database and allows the user to view clinical data, perform data mining, input
patient records, scroll MR images, and view a 3D lesion model based on CAD results. The GUI layout was coded
using HyperText Markup Language(HTML) and Cascading Style Sheets (CSS). Information security is achieved
through the use of anonymous patient data that is obscured using patient 1D codes, user login page, and various
levels of user access. The highest level of access is “administrator,” and users belonging to this group are able to
browse data, query, input, edit, and delete records. Users belonging to the “clinician/researcher” group will be
granted permissions to browse data, query, input and edit records only. Finally, a “registered user” group is reserved
for users to be granted query and data browsing capabilities only. These measures insure the e-Folder system’s
compliance with the Health Insurance Portability and Accountability Act (HIPAA) and address any other concerns
for patient privacy. The e-Folder GUI is completely web-based, allowing for remote access from anywhere in the
world where internet access is available. The MS e-Folder is fully supported by the latest iterations of all major web
browsers, including Microsoft Internet Explorer, Mozilla Firefox, and Google Chrome.

2.2 GUI Workflow Design

With the MS e-Folder system, users can query and input MS patient data. The basic steps for inputting data are as
follows:

Input Patient Data: GUI Workflow (Figure 1)

1. Users with data inputting privileges can enter patient information via a fillable form (Figure 2) accessed
from the “Input Record” hyperlink available on the GUI main page (Figure 3). A new tab will open in the
browser window, allowing users to input data while browsing patient data at the same time. Patient
information is currently obtained from paper-based surveys; however, the process can be improved such
that patients can fill out the survey forms via the GUI as well.

2. MR images are acquired from a DICOM source (i.e. PACS). Users will be able to query PACS and retrieve
the MR images of that patient. The MR images are downloaded and converted into JPEG format, and the
DICOM header information is saved into the MS e-Folder database.

3. When the MR images are retrieved, it is simultaneously pushed to MS CAD workstation. After processing,
CAD results are stored in the database and are available for viewing via GUI.
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Figure 1.Workflow diagram of inputting patient data.
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Figure 2.The “Input Record” page for entering in data for demographics and MS history.
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Figure 3.Main page as seen by an “administrator” level user viewing clinical data, MR images, a 3D lesion
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model, and query options.

There are two ways to view patient data. Users may use the “Quick Lookup” hyperlink on top panel if they know the
patient ID or name. Alternatively, they may click the “Advanced Query” hyperlink to search for patients. Data
mining is achieved by using the latter method by selecting query criteria and clicking “search.” Queries are

conducted in the following way:
Viewing Patient Data: GUI Workflow (Figure 4)

1) Users can click on the “Advanced Query” hyperlink to access the advanced query function of the e-Folder
from the main GUI page (Figure 3). A new tab will open in the browser window, allowing users to

2)

3)

) Advanced Query

} Input Record
Welcome, [admin] About Us Logout

Tel: 2135555555

Caucasian
white Nonhispanic
Scandinavian

Sex F Race

Handedness: Right Ethnicity:

Age at diagnosis 22

Age at first symptom: 22

Comment:

conduct a query while browsing a patient record at the same time.

Various criteria can be selected (Figure 5) and patients who meet these parameters will be included in the

results when the search button is clicked at the bottom of the page.

After clicking “search”, a list of results will be displayed on the “Query Results” page (Figure 6). Each
patient record listed here can be loaded by clicking on the patient name, which is a hyperlink and will

immediately load on the previous tab displaying patient records.
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Figure 4. Workflow diagram of viewing patient data.
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Figure 5.An advanced query for relapse-remitting MS patients.
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M
Relapsing Remitting (RR)

E
Relapsing Remitting (RR)

F

Relapsing Remitting (RR)

M
Relapsing Remitting (RR)

Age:
Dob:

Age:
Dob:

Age:
Dob:

Age:

Age:
Dob:

54
1955-11-19

62
08-01-1948

59
09-16-1951

1971-10-28

1966-07-03

1972-10-05

1970-02-11

1964-02-27

Race:

Ethnicity:

Race:
Ethnicity:

Race:

Ethnicity:

Race:
Ethnicity:

Race:
Ethnicity:

Race:
Ethnicity:

Race:

Ethnicity:

Race:

Ethnicity:

Welcome, [=dmin]

Hispanic Edit
African or African-
American

Caucasian Edit
African or African-

American

Hispanic Edit
African or African-
American

Hispanic Edit

Hispanic Edit

other

Mixed racial group Edit

other

Mixed racial group Edit

White Hispanic -
Mexico/Central
America

Hispanic Edit
White Hispanic -
USA/Canada

About Us Logout

Delete

Delete

Delete

Delete

Delete

Delete

Delete

Delete

Figure 6. Query results page that displays 18 patient results after clicking “search” in “Advanced Query.”

2.3 Patient clinical data display

A patient record in the MS e-Folder is divided into six basic sections: 1) demographic data, 2) MS History, 3)
Medical History, 4) Social History, 5) Imaging, 6) 3D Lesions. Figure 3 shows the primary layout of the MS e-

Folder as seen by a user with “administrator” access.
displayed. This includes date of birth, age, sex, handedness, race, ethnicity, and contact information.

At the top of the patient record, demographic data is

The

demographic data section is static and is visible to the user at all times, even when viewing different subsections of
the e-Folder. Imaging data is dedicated to the right hand side of the GUI, while clinical data is allotted to the left
hand side. The e-folder divides clinical data into three tabbed subsections. The MS History tab (Figure 7) includes
data on MS Type, age at onset, disability status, MS symptoms, lab results, and family history.

MS History Medical History Social History

Disease History:

. Progressive .
MS Type: Relapsing (PR) ‘Year diagnosed: 1988
Initial Symptom: ON Year of first symptom: 1988
Comment: MRI 1992
Disability Status:
Relapse Date: EDSS: Walking Status:
1993-12-15 4 Cane
1992-12-15 2 MML
Symptoms:
Symptom:  Body Area: Age at onset: Frequency:
Spincter
involvement B 27 ®
optic
neuritis e 22 g
Hand
numbness  UE 22 g
Vertigo Head 22 2
Lab Results:
CSF Serum
IgG: Alb: 1gG: Alhe 1g5 Synth Rate:
2424 21 2314 5 343

Age at diagnosis: 22
Age at first symptom: 22

comment;
leg weakness
no deficits

Frequency Unit:

per month

per month

per year

per manth
CSF Index: oce:
2 1

Figure 7. MS History tab displaying pertinent clinical information.
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The Medical History tab (Figure 8) contains data on medications, parasites, past medical history, exanthems, and
vaccines.

Medical History

Medications:
Current
Class Medication Dose Start Date Stop Date
Copaxone Glatiramer (Copaxzone) 45 mg TID 1999-12-16
interferon Interferon beta-1a (Avonesx) 25 mg BID 1999-12-16
Past
Class Medication Dose Start Date Stop Date
other steriods 12 mg BID 2000-12-22 2001-12-22

Non-MS Meds:
Medication

Hon Ms
Albendazole 25 mg PO BID

Iliness:
Depression
Parasites:
Treated Treatment Year
Meurocyst/Cysticercasis Yes 1999
Ameabiasis Yas 2000
Exanthems:

waricella {chicken pox)

Figure 8. Medical History tab showing pertinent clinical information.

The Social History tab (Figure 9) includes data on birthplace, occupation, environmental exposures, clinic history,
and family background.

Social History

Social History:

Birthplace: usa

Comment: California

Farm Exposure: Mo

Residenceifirst 15 years): usa

Date arrived in US: 1966-12-16

Current living situation: Urban

Pets at home: Dog

Highest Education: Some College

Occupation: indoors

Cormrment: Office
Clinic History:

Location: Date of First Wisit:

LAC-USC 20010-11-30

Kaiser 2009-12-30

Family Background:

Birthplace: Ethnicity 1: Ethnicity 2:
Mother: usa White Nonhispanic - Scandinavian
Father: usa White Nonhispanic - Scandinavian
Maternal GM:
Paternal GM:
Maternal GF:
Paternal GF:

Figure 9. Social history tab showing pertinent clinical information.

A separate section of the GUI is dedicated to MR images, which are fetched based on file locations stored in the
database (Figure 10). Below this section, an area is allocated for the display of a 3D lesion model constructed from
CAD results (Figure 11).
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2.4 MR image viewing

The images are stored in both the DICOM format and the converted JPEG images. The DICOM-to-JPEG conversion
allows for speedy and responsive viewing in a web browser. JavaScript-based image manipulation tools allow for
dynamic viewing of the images, similar to functions in a PACS image viewer.

2008-05-12

MRI BRAIN
WHNO

CONTRAST
Flair axials

showing Image 29 of 50
Figure 10.The JPEG image displayed in the GUI of an MR image.
2.5 3D MS lesion quantification result viewing

Currently, 3D lesion models are generated using CAD results. The lesion masks generated from CAD processed
MR images are stacked into a 3D object and displayed in the e-Folder system as a rotating, pre-animated Graphics
Interchange Format (GIF) file (Figure 11). Future versions of the e-Folder system will allow for rotation and
zooming of 3D lesion models and select a specific region to view for both brain MRIs and secondary captures of
CAD lesion analysis results.

Figure 11.A 3D lesion model displayed in the GUI as a pre-animated GIF.

Quantitative results displayed include total lesion load, brain volume, number of lesions, size of each lesions, 3D
location of each lesions, secondary captures of lesion contours overlaid on top of original images, and 3D rendering
of the quantification study (Figure 12).
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First Marnye:
Last Marrfe: patient3067

Brain wolurme {crm3):
Total Lesion Load (crm®3): 32,63

Mumber of Lesions: 12

Lesion location (raw, column, slice #) Lesion size (mm*3)
103,194,114 0,021
64,118,17 0,083
117,143,231 16,71
71,138,32 15,24
65,122,23 0,146
137,173,25 0,051
135,117,27 0,057
77,124,239 0,043
95,95,28 0,117
93,140,31 0,031
135,167,32 0,043
82,87,37 0,072

Figure 12.Quantitative CAD results displayed in the GUI.
2.6 Data querying

The GUI allows relevant data to be found upon query using the “Advanced Query” webpage, which opens in a
separate browser window or tab (Figure 5). Within the e-Folder database, many fields follow Systematized
Nomenclature of Medicine (SNOMED) to standardize names and codes for symptoms, race, country of origin,
vaccines, and etc., which allows an easier and universal way of querying data of that nature. The user can query the
demographic data, MS History, Medical History and Social History using any number of criteria. Certain variables
such as symptoms and family history, which have the possibility of multiple data entries per patient, have an
additional “AND” and “OR” functionality built in to allow for more complex queries. Results are displayed on a
“Query Results” page (Figure 6). The patient names on the “Query Results” page are hyperlinks which can be
clicked and loaded on a separate browser tab.

2.7 Data Input

Patient data can be input by authorized personnel via an “Input Record” webpage (Figure 2). Inputting new records
is an essential component for the e-Folder system as it allows researchers from any remote location to contribute
data on MS patients. This webpage provides the user with a blank form that can be filled with data values for the
variables mentioned above. Many of the values for fields on this form are easily selectable using drop-down lists
allowing for fast and efficient data entry. Using drop-down lists for commonly entered values ensures that the data
entered is always validated and eliminates input mistakes that could hinder the data query functions of the e-Folder
system. Patient records created from the GUI will be input into the back-end MySQL e-Folder database.

3. RESULTS

3.1 Initial testing results

The GUI has been designed and developed as a working prototype. Initial testing of data display and data input has
been completed.Initial data mining test looking up patients based on MS history information were performed during
the initial testing. As an example, to look for patients with relapse-remitting MS, "Relapsing Remitting (RR)" is
selected under "Disease History” in the “MS History” section (Figure 5). The query returns 18 results (Figure 6).

MS patient data can also be found with a combination of query options. To look for patients of Hispanic race born in
the USA, “Hispanic” is selected under “Race” in the “Demographics” section and “USA” is selected under “Birth
Place” in the “Social History” section.
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3.2 Future work

The MS e-Folder GUI has some components that have not yet been incorporated, but are in progress and will
continually increase the capabilities of the eFolder system. Future works include developing the ability to search for
patient data based on CAD results and image data, such as imaging date and image type, which will further increase
the data mining capabilities of the GUI. Currently, MS CAD output is designed to fit the DICOM-SR (structured
report) format. The advantages of DICOM-SR include storing CAD results as DICOM objects in DICOM-compliant
storage, a standardized structure to store and display results, and allowing queries based on results data. Data mining
is thus possible through report content. Thus, the web-based GUI will include the functionality of displaying and
querying DICOM-SR contents, further improving its data mining capabilities.

Also, as mentioned previously, there will be an interactive display for 3D lesion viewing, allowing for rotation and
zooming of 3D lesion models.

There will also be performance user tests in order to obtain feedback and improve the features of the GUI.
Efficiency and ease of use will be key factors in user feedback and will influence future modifications in design.
More cases will be entered into the database, which will allow for true data-mining with the expansion of the
database.

4. CONCLUSION

This paper describes the design and development of a data mining and imaging informatics display tool for a
multiple sclerosis e-Folder system for MS decision support. It is a display tool for the e-Folder system that was
previously presented. The system is completely web-based to allow access across the healthcare enterprise and
provide user-friendliness to the MS e-Folder. The e-Folder GUI serves as an evaluation tool for conducting MS
research, including differences of MS between different racial and ethnic groups.
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Improvement of MS (Multiple Sclerosis) CAD (Computer Aided
Diagnosis) performing using C/C++ and computing engine in the
graphical processing unit (GPU)

JoohyungSuh*, Kevin Ma, Anh Le
Department of Biomedical Engineering, USC, Los Angeles, CA, USA 90089

ABSTRACT

Multiple Sclerosis (MS) is a disease which is caused by damaged myelin around axons of the brain and spinal cord.
Currently, MR Imaging is used for diagnosis, but it is very highly variable and time-consuming since the lesion
detection and estimation of lesion volume are performed manually. For this reason, we developed a CAD (Computer
Aided Diagnosis) system which would assist segmentation of MS to facilitate physician’s diagnosis. The MS CAD
system utilizes K-NN (k-nearest neighbor) algorithm to detect and segment the lesion volume in an area based on
the voxel. The prototype MS CAD system was developed under the MATLAB environment. Currently, the MS
CAD system consumes a huge amount of time to process data. In this paper we will present the development of a
second version of MS CAD system which has been converted into C/C++ in order to take advantage of the GPU
(Graphical Processing Unit) which will provide parallel computation. With the realization of C/C++ and utilizing
the GPU, we expect to cut running time drastically. The paper investigates the conversion from MATLAB to C/C++
and the utilization of a high-end GPU for parallel computing of data to improve algorithm performance of MS CAD.

Keywords: CAD, Multiple Sclerosis, GPU

1. INTRODUCTION

Multiple Sclerosis (MS) is an inflammatory neurological disease which damages the myelin pathway. There are
several symptoms such as visual problem, muscle weakness and depression. And the cause of MS still remains
unknown [1]. According to the ‘National Multiple Sclerosis Society’, approximately 400,000 Americans suffer from
MS and every week about 200 people are diagnosed.

The MR (Magnetic Resonance) imaging are used to diagnosis. To detect the lesion, MR (Magnetic Resonance)
images are used. In this process, the radiologists look for the lesion in the image and then mark a detected lesion
manually. They also try to estimate the number and gross size of lesions based on diameter measurements in the
patient’s brain. The lesion can be detected easily by radiologists, but the quantification of lesions is difficult and
extremely-time consuming.

For those reasons, an algorithm for a fully automatic Computer Aided Diagnosis system of multiple sclerosis has
been developed by IPILab. Currently, the computer aided diagnosis system with the developed algorithm consumes
a large amount of time (approximately 3 hours for one MS case) to detect and quantify lesions because the prototype
algorithm was developed under the MATLAB environment. This needs to be improved to make it faster by
implementation of the algorithm in C/C++ and the utilization of parallel computing technology by the graphical
processing unit (GPU) to cut the running time of the system. In this paper, we will show the results of the
performance of the system after conversion from MATLAB to C/C++ and discuss how to apply the parallel
computing technology into the developed algorithm. Lessons learned and pitfalls will also be discussed to avoid
similar mistakes in the future when developing image processing algorithms with heavy computational time
demands. The result of this study will show the effectiveness and benefits of this second version of MS CAD on MS
diagnosis.

2. MS CAD (MULTIPLE SCLEROSIS COMPUTER AIDED DIAGNOSIS) SYSTEM
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2.1 Overview

As shown in Figure 1, the MS CAD system consists of three parts: 1) Pre-Processing, 2) Searching Lesion and 3)
Post Processing. In this system, the T1-weighted, T2-weighted and Fluid Attenuated Inversion Recovery (FLAIR)
images are used as input. The output is the number and volume of detected lesions.

MR
Images

=

Pre-Processing
I. Alignment
Il. Extraction of Brain Mask

=

Searching Lesion
The segmentation of MS lesion based on
classification of feature space using K
Nearest Neighbors (KNN) method

i

Post-Processing

=

Result
|. The number of lesions
Il.The size of lesions

Figure 1.0verview of the MS CAD system.
2.2 Pre-Processing Component

In the ‘Pre-Processing part’, the system reads the data, MR images and extracts the brain mask, brain segmentation.
There are two parts in the ‘Pre-Processing’ part: ‘I. Alignment’ and ‘II. Extracting the brain mask’. The system uses
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three different kinds of MR images which required alignment. So in the ‘Alignment’ part, each tilt angle of data is
calculated by an algorithm designed by Hu et al. [2]. Then the system rotates the images for alignment. The next
step is the brain segmentation. This process is based on the paper of Shan et al. [3].

2.3 Searching Lesion Component

After obtaining the brain mask, the system finds lesions on the brain mask. In this process, the system uses the K-
Nearest Neighbor classification. This process is based on the paper by Anbeek et al. [4]. In the paper, the authors
presented a method to use K-Nearest Neighbor (KNN) classification to develop an automatic segmentation
algorithm to detect lesions in the white matter.

The system uses k-dimensional tree (KD-tree) [5] instead of the brute force KNN classification which is the
straightforward method but consumes a large amount of time. KD-tree is a space-partitioning data structure for
storing a finite set of points. By splitting the data, we can decrease the number of computations and make the KNN
algorithm faster than the brute force KNN. However, the KD-tree is a challenge to take advantage of parallel
computing and we will discuss it more detail in discussion section.

2.4 Post-Processing Component

In this process, the system calculates the number and volume of lesions based on the detected lesion by the KNN
algorithm. There are three kinds of volumes in the system, smaller than 1 cm?, between 1 and 5 cm® and larger than
5 cm®.These volumes are calculated by multiplication the number of voxels which contains lesions by the voxel size
from the DICOM-headers.

3. MATERIALS AND METHOD

3.1 Patient data

The MR images used in this paper were collected from the University of Southern California (USC) Healthcare
Consultation Center 2 (HCC2) in Los Angeles. The MRI studies were acquired on a Siemens 1.5-T system. The
scans were performed with a 3mm slice thickness. Each data set (T1-weighted, T2-weighted and FLAIR) has 50
slices with 0.98mm X 0.98mm resolution. In the experiment we used total 19 studies. One of them is used as
training set for KNN classification and the other for target set.

3.2 Hardware and software

In this project we used a Lenovo ThinkStation D20 (dual Intel® Xeon X5560 CPU at 2.8 GHz , 16.0 GB installed
memory, Windows 7 64-bit operating system, and a NVIDIA® Tesla® C1060(GPU)).The prototype was developed
by MATLAB 2009b. The developed algorithm in C/C++ was performed in Visual Studio 2008. For the GPU
experiment, the CUDA was used. The CUDA is NVIDIA’s parallel computing architecture that enables dramatic
increases in computing performance by harnessing the power of the GPU (graphics processing unit) [6].

3.3 Method

In this paper, we evaluated three kinds of systems, MS CAD performed with MATLAB, by C/C++ with CPU and
CUDA with GPU. For performance evaluations, we measured a running time of each case (18 cases) and obtained
the average of elapsed time. First, the elapsed time in MS CAD system with MATLAB was approximately 3 hours
for the whole processes. The searching lesion process took the bulk of the measured time. So we designed the
experiment as shown in Figure 2. Each system has the same ‘Pre-Processing’ and ‘Post-Processing’ part, but
different ‘Searching lesion’ part. The different searching process means different implementation of the same
algorithm.
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MR
Images

4

Pre-Processing
(MATLAB)

!
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}

Searching Lesion
(MATLAB with CPU)

Searching Lesion
(C/C++ with CPU)

Searching Lesion
(CUDA C with GPU)

Post-Processing
(MATLAB)

x 2

Result

|. The number of lesions
Il.The size of lesions

Figure 2.Method of evaluations for systems.

4.1 Result

4. RESULT AND DISCUSSION

System

MATLAB

C/C++ with CPU

CUDA with GPU

Average Time

Approximately 3 hours

26.98 minutes

N/A

Table 1.The result of performance evaluation
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As shown in Table 1, the measured times of each system are around 3 hours in the MATLAB and 26.98 minutes in
C/C++. The conversion from MATLAB to C/C++ decreases the running time of MS CAD system by almost 75 %.
However, we could not evaluate the performance of the system with the GPU because it was unable to apply the
parallel computing technology into the developed algorithm. The issue is discussed in more detail in the discussion




4.2 Discussion

We obtained the result in the system with C/C++ as we expected. However when we began to implement the
developed algorithm for GPU, we found that it is impossible to apply parallel technology into the existing algorithm
because of the usage of KD-tree.

As mentioned above, we use the KNN-based algorithm and KD-tree to reduce the amount of computations in KNN
search. KNN algorithm is to find K (the number of points) of points which are similar or close to the target point. If
the search of the nearest point is performed to every point in the target set, the amount of computation would be
huge. The KD-tree structure is to then implemented to reduce computations by repeatedly split the training set into
subsets. The algorithm then calculates the difference between the target point and the point from the subset which
the KD-tree provides. After the first computing of KNN, the KD-tree compares one value of the target point to the
median value of a subset. The next subset is then determined by this comparison.

Here lies the inherent complication that makes it unable to apply the parallel computing into the developed
algorithm. In the parallel computation, the several calculations are performed simultaneously. However, the
developed algorithm relies in results from previous calculation to perform the next set of computations. In order to
overcome this issue, a change of KNN search methodology is needed to implement MS CAD algorithm in a parallel
computing environment.

5. CONCLUSION

We performed the evaluation of three systems in this paper. The system implemented in C/C++ with CPU works
well, but the system with GPU does not because of KD-tree. The average of measured times of the system with
C/C++ was around 27 minutes. This time is suitable for medical environment because the diagnosis of multiple
sclerosis does not require an emergency read. From this research, we found that the application of parallel
computing into the developed algorithm is impossible without modification of the algorithm.

6. FUTURE WORK

The system we developed is to help radiologists to diagnose the multiple sclerosis. This system should be fitted well
to medical environment in order for it to be clinically useful. Future work should be the integration of the system
into PACS. For this integration, the ‘Pre-processing’ and ‘Post-processing’ component should be modified and
connected to PACS.

Other future work is to apply a new computing method, cloud computing. From this experiment, we found
limitation of parallel computation and its application to specific types of image processing algorithms. In addition,
the system could be integrated into PACS which could include the application of cloud computing into the system to
improve its performance.
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ABSTRACT
Cortical activation maps estimated from MEG data fall prey to variability across subjects, trials, runs and potentially
MEG centers. To combine MEG results across sites, we must demonstrate that inter-site variability in activation
maps is not considerably higher than other sources of variability. By demonstrating relatively low inter-site
variability with respect to inter-run variability, we establish a statistical foundation for sharing MEG data across
sites for more powerful group studies or clinical trials of pathology. In this work, we analyze whether pooling MEG
data across sites is more variable than aggregating MEG data across runs when estimating significant cortical
activity. We use data from left median nerve stimulation experiments on four subjects at each of three sites on two
runs, occurring on consecutive days for each site. We estimate cortical current densities via minimum-norm
imaging. Then, we compare maps across machines and across runs using two metrics: the Simpson coefficient,
which admits equality if one map is equal in location to the other, and the Dice coefficient, which admits equality if
one map is equal in location and size to the other. We find that sharing MEG data across sites does not noticeably
affect group localization accuracy unless one set of data has abnormally low signal power.

Keywords: Magnetoencephalography, Data Pooling, Multicenter, Minimum Norm

1. INTRODUCTION

Magnetoencephalography® (MEG) group studies rely on data from many subjects:;however, clinics with MEG
equipment may not have a sufficient number of subjects®. To work around this limitation when studying
pathological conditions, clinicians can pool data recorded at multiple sites. We show that such aggregation of MEG
data across centers does not increase localization error. Specifically, we show that the concordance in significant
activity between two sites is statistically equal to the concordance in significant activity between two runs at the
same site. Thus, we will be ableto create a data model that is conducive to large subject studies recorded atmultiple
MEG centers.

Analysis of inter-site variability in biomedical imaging includes MRI and PET as well as MEG. For PET,
calibration immensely affects multicenter consistency®. For anatomical MRI, phantom scans showed low inter-site
variability* but patient scans showed incongruent segmentation® that needed correction®. For MEG, preliminary
analysis showed low inter-site variation in localization of activity’. In addition, variation in amplitude and time of
peak activity is mainly due to subject variability, not site variability®.

We expand upon this previous work on MEG data by testing whether regions of significant activity, estimated
from real data by minimum-norm estimation, show only as much variation between machines as those regions do
between runs at one machine. We use median nerve stimulation recordings with focal regions of activity®at the
primary somatosensory cortex (SI). By using real data, we include all possible variations not covered by simulation.
By using a real stimulus we emulate multicenter clinical studies.
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We start by finding regions of significant activity
Recording - estimated from pre-whitened channel data by minimum-
norm imaging. Then we define metrics to compare those

regions across sites and runs. We apply statistical tests to
establish the difference in these metrics inter-site versus
inter-run. Our workflow, diagrammed in Figure 2, will
test whether the mean overlap of significant activity
across sites is equivalent to the mean overlap in
significant activity across runs at one site.

Resampling ‘ Bomitrap ‘ Bootstrﬂp | ‘ Bootstrap |

Estimating | Inverse Imagmg, | Inverqe

¥

Significance Testing ‘ Permutation ‘ ‘ Permutation | Permutation ‘
l 2. MATERIALS AND METHODS
Comparing Coefficient Coefficient
of Overlap of Overlap
1 !
Coefficient Figure 2: Workflow to test for equivalence of MEG data
of Overlap

across sites.

2.1 Experimental Setup
Data from ten subjects were recorded’ on three different machines: a 306-channel VectorView system fromElekta-
NeuromagQy (Helsinki, Finland) at Massachusetts General Hospital (Charlestown, MA, USA), a 248-channel
Magnes 3600 WH system from 4D Neuroimaging (San Diego, CA, USA) at the University of Minnesota Brain
Sciences Center (Minneapolis, MN, USA), and a 275-channel Omega system from VSM MedTech (Coquitlam,
B.C., Canada) at The MIND Institute (Albuguerque, NM, USA). Henceforth, we label the data from the
VectorView, Magnes, and Omega systems with “Neuromag”, “4D”, and “CTF”, respectively. Presentation
software(Neurobehavioral Systems) was used to deliver the triggers to a S88 dual-channel stimulator with PSISU7
optical constant-current stimulus isolation units manufactured by Grass Instruments (West Warwick, RI, USA),
which produced the left median nerve stimuli at intervals ranging from 1.5s to 2s.

We recorded each subject on two consecutive days at each of the three sites. We removed stimulus artifacts by
zeroing a 10ms window around the trigger. We then applied a lowpass filter with cutoff of 100 Hz anddecimated the
data to a sampling rate of 500 Hz. Each trial is £600 ms around each trigger to obtain a set of 150 trials.We were
unable to compile data from at least 1 site for each of six subjects, so we have four subjects for group analysis.

We acquired anatomical MRI data fromeach subject on a Siemens Avanto 1.5T scanner at Massachusetts
General Hospital using a T1-weighted sagittal MPRAGE protocol. From these data, BrainSuite'® extracted
tessellated surfaces of the cortex and scalp. The cortical tessellation has = 20000 vertices where we estimate the
neural activity.

2.2 Minimum-Norm Estimates

Let m(t) be the evoked response™ for a given subject, machine and run, with noise pre-whitened. We compute the
forward model G from cortical signals to channel recordings using the overlapping spheres*? method, without
constraining direction of activity. We estimate cortical electrical activity j(t) using minimum-norm estimation
(MNE), which solves at each time sample the optimization problem®*:

min([m(6) - GOl + Mi® 1)

wherej(t)has dimension 3(# of sources) to include the x-, y- and z-component of each source. For minimum-norm
imaging, the estimated sources in each direction are'®:

j() = Hm(t) = GT(GGT + A "'m(t)
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2 2 2
Then, we compute the power of activity at each vertex i as §;(t) = \/ (ﬁ‘(t)) + (jiy(t)) + (jiz(t)) .

2.3 Significantly Active Areas
We find whether each cortical vertex i is significantly active at time t via statistical mapping’’ and permutation

testing®. Let 87" (t) and 8P°*'(t) be the source activity pre- and post-stimulus, respectively. To test for significance,
we define the null hypothesis Ho: sP"(t) = sP°*!(t) and the test statistic:

§i])OSt (t) _ ]E{/sz)l"e}

Var(8")

Ti(D) =

To estimate the distribution for T;(t) under the null hypothesis, we employ a permutation test'® between the
post-stimulus and pre-stimulus intervals. We control for the family-wise error rate across all vertices using the
maximum-statistic approach?. The permutation thresholding procedure results in a set of significantly active vertices
M(t) for channel recordings m(t). To assist in calculation of similarity of two sets of active vertices, we remove
small clusters of activity in M(t).

2.4 Sampling Significant Evoked Activity

The above analysis results in a single significant mapM(t) for each combination of subject, machine and run.
However, testing for inter-sitevariability requires multiple such mapsM,(t), b = 1, ..., B. To do this, we bootstrap®*
the original data and then repeat the permutation procedure separately for each bootstrap sample.

Bootstrapping® resamples from the trials with replacement to create surrogate evoked responsesmy, (t) for
b =1, ..., B bootstraps. Each evoked response my, (t)is then subjected to the aforementioned permutation test to
calculate the significant mapM,, (t).Each bootstrap has an increased pre-stimulus variance?* due to repeated trials.
However, with many bootstraps, the set of surrogate evoked responses {my(t): b = 1, ..., b} can estimate the mean
and variance of m(t). Consequently, the bootstrapped sets of significant voxels {My,(t): b = 1, ..., b}estimate in
approximation a sampling of the distribution of M(t).

2.5 Consistency of Activity
We want to compare whether the overlap in activity between two sites X and Y is equivalent to the overlap in

activity between X on run one and X on run two. Let Mff‘l(t)be a bootstrapped set of significant activity for site X
on run 1; likewise, M*(t)and M (t).

To calculate the overlap between two sets F and G, we employ the Dice®® and Simpson? coefficients:

IF N G| |F NG|

1 S0 = ingFT 67
3 (FI + G min{[Fl, |G

Both coefficients fall in the range[0,1]. The Dice coefficient d(F, G) = 1 only whenF = G, while the Simpson
coefficient s(F,G) = 1 when F c Gor G c F.

d(F,G) =

Let t and n range within 2ms of the maximum evoked response for data recorded at machine X on runs one and
two respectively. We then determine the overlap, for each bootstrap, within runs on the same machine as:

D(MF!, M¥?) = maxd (M} (), M¥* () )
™
S(MX1, M¥?) = maxs (M;"l(r), Mff‘z(n)>
™
Similarly, we calculate D(My!, MY™"), S(Mit, My't), D(M?, MY?), S(Mt, My *Yfor all site pairs {X, Y}.

2.6Testing for Equivalence
We will use the Dice coefficient as an example in this section; the samemethod applies to the Simpson coefficient.
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We test whether ¢ = D(My*, M'"), the measure of multicenter consistency, is equivalent to
R = D(M{*, My?), the measure ofmulti-run consistency. To do this, we set up an equivalence test™®. We want the

nullhypothesis to be Hg: C #+ Rso that we may reject non-equivalence. However, to allow for negligiblevariation in
C and R, we set a tolerance ¢ so that thestatistical hypotheses are:

HE:|C—R| > e
HE:|C—R|<e

The parameter erepresents the negligible variation in similarity we will allow in group studies. Since we allow
multiple runs at one center to be pooled together, we can take £%to be the average variance E{&Z}in the similarity
metric between runs at the same site wheregZis the variance in R for one specific subject and site.

We test the above hypothesis with a two-sided two-sample z-test.Letfi and 6Zbe the sample mean and varianceof C
across all bootstraps. Similarly, let i andéZbe the sample mean and variance of R. For false positiveratea = 0.05,
we accept the alternative hypothesis of|C — R| < € only if

(b=t \ o« . (oc-ta . \. . a
ol He—Hr_ <5 and Q\jﬁ_ﬂ1+g >1-2

2 ;¢
O'C+O'R /
B

where®(x) is the cumulative distribution function of a standard normalrandom variable. This test is administered on
each pair of machines for everysubject and run. Majority voting® decides group equivalenceof C, i.e. localization
agreement in pooling across machines, and R, i.e.localization agreement in pooling across runs at the same machine.

2.7Implementation
We segmented surfaces via BrainSuite™, a magnetic resonance image analysis tool designed for identifying tissue
types and surfaces in MR images of the human head. We used BrainStorm?’to import the channel recordings and
calculate forward models. Bootstrapping and permutation testing were implemented in MATLAB R2009b, as
wasequivalence testing.

" Center 1 \""\\ ’,,/'// Center 2

2.8 Multicenter Data Sharing

The next step will be to develop a data model for any MEG

center's data to be catalogued. This data model would enable

each center to store recordings with the help of metadata input

o by the user as in Figure 3. By consistently storing data in the
S same model at all sites, large studies can easily tap data from

A multiple sites under a common framework, increasing

\ efficiency in analysis requiring large subject databases.

/ Neuromag ¥
\ /
\ f

\

/
/ 4
[ \ [
|\‘ —>@—)‘ archive )(:—4:—)| archive

/

Figure 3: Data flow model for shéring MEG 3. RESULTS

e A

3.1Regions of Significant Activity

Figure 4shows an overlay of maps of significant activity fora given subject between sites and between runs. For each
vertex, the valueplotted is the number of bootstraps that consider the vertex active betweenruns at one site (top row)
and between sites (bottom row). We used B = 1000bootstraps.
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Neuromag

4D

4D-Neuromag

CTF-4D

Neuromag-CTF

Figure 4: Cortical map of the number of bootstrap samples that consider avertex active across runs at one site (top
row) or across sites (bottom row).
The inter-site overlap is smaller than the inter-run overlap, except inonecase. These discrepancies are largely due to
the specific noisecharacteristics of each machine. However,the same main cluster of significantly active vertices is
seen in almost allbootstraps across all sites and runs for thisparticular subject.

3.2 Distributions of Overlap

Figure 5 shows histograms of the inter-site similarity C and the inter-run similarity R when usingboth the Dice
coefficient and the Simpson coefficient. These histograms use samples from all subjects and runs to show
thenonparametric group distribution of similarity between machines and betweenruns. We see that the distribution
between machines is slightly lessbut very close to the distribution between runs. So, inter-site similarityresembles
inter-run similarity in distribution.

Dice Simpson
0.1 0.15
; 0.10
£ 0.05
= 0.05
025 05 075 1 025 0.5 0.75
0.1 0.15
Z 0.10
£ 005
2 0.05
025 05 075 1 025 05 0.75

Figure 5: Group distribution of the Dice and Simpson coefficients between sites and between runs at one site. The
between-machine similarity plots have an axis corrected for having twice as many samples as the within-machine
similarity plots.
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3.3Equivalence Test Results
We employ the equivalence testing of 2.6 over allsubjects and

Neuromag-CTF CTF-4D 4D-Neuromag _ i
vs. vs. vs. runs. Some pairs have less subjects and runs due to the
1 oeuromag CTF  CTF 4D 4D Neuwromag tainteddata explained in 2.1. Majority voting in Figure 6indicates
Dice that there is group equivalence between inter-site and intra-
- T Simpson [ sitesimilarity coefficients for "Neuromag"” and “"CTF" data. Site

discordance insimilarity was due to subjects that had low SNR
on a certain run.

4. DISCUSSION
In this paper, we have shown that inter-site agreement in MEG
source estimationis as high as inter-run agreement in MEG
source estimation. We started with acommon method for
estimating source activity from recorded MEG data:minimum-
norm estimation. This technique is widely used to estimate
source activity then one cannot assume activity is focal, i.e. a set
ofdipoles. With a non-parametric permutation test, we tested for
the null hypothesis of no change in activityfrom pre-stimulus
topost-stimulus.

% of subject-runs admitting equivalence
o
J1

0

Figure 6: Fraction of subject-runs that admit
equivalence of inter-site similarity coefficient to

inter-run similarity coefficient.
InFigure 4that most vertices were either active for almost

allbootstraps or not active for almost all bootstraps. Thus, bootstrapping, alongwith permutation testing for
significance, does not vary the region of significantactivity with respect to the original recordings.

The distributions in Figure 5showthat inter-site consistency is slightly lower than inter-run similarity, due tothe
slightly heavier tail. However, the mean and median of the distributionsare nearly the same.Based on this
visualinspection, we can pursue equivalence testing between inter-site consistency andinter-run consistency.

We note that 4D data for one subject was not very concordant, which contributedto comparisons involving 4D inter-
run similarity being lower than normal. Theresult is that while "Neuromag" and "CTF" data were equivalent in most
cases,comparisons involving 4D data suffered from the issues of a single subject. We also note that in some cases,
more subject-run pairs showed equivalence inDice than in Simpson coefficient. We find that this is because the
Simpsoncoefficient is so inclusive that for most inter-runcomparisons the coefficient is1. However, in inter-site
comparisons, differing noise characteristics prevent the Simpson coefficient from attaining maximum Simpson
coefficient of one, even though the value is high.

However, over most cases we conclude that "Neuromag" and "CTF" data areinterchangeable, and that "Neuromag"
data can replace "4D" data in a study withoutloss in spatial localization accuracy. We cannot easily conclude that
"CTF" and "4D" data areinterchangeable due to problematic data sets.

5. CONCLUSION
We have developed a framework to determine if estimated source signals arepreserved across machines andapplied
it to MEG multi-center data. We findthat with minimum-norm imaging and noise whitening, some multicenter
dataagrees in localization of activity. We have also seen that for some subjects,flagging of noisy data is necessary to
foster inter-site consistency. We willcontinue our work to show whether other inverse imaging methods
admitmulticenter pooling of MEG recordings. In addition, we will work towardsa data model for the storage and
sharing of recordings at multiple MEG centers.
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ABSTRACT

Clinical decisions for improving motor function in patients both with disability as well as improving an athlete’s
performance are made through clinical and movement analysis. Currently, this analysis facilitates identifying
abnormalities in a patient's motor function for a large amount of neuro-musculoskeletal pathologies. However
definitively identifying the underlying cause or long-term consequences of a specific abnormality in the patient’s
movement pattern is difficult since this requires information from multiple sources and formats across different
times and currently relies on the experience and intuition of the expert clinician. In addition, this data must be
persistent for longitudinal outcomes studies. Therefore a multimedia ePR system integrating imaging informatics
data could have a significant impact on decision support within this clinical workflow. We present the design and
architecture of such an ePR system as well as the data types that need integration in order to develop relevant
decision support tools. Specifically, we will present two data model examples: 1) A performance improvement
project involving volleyball athletes and 2) Wheelchair propulsion evaluation of patients with disabilities. The end
result is a new frontier area of imaging informatics research within rehabilitation engineering and biomechanics.

Keywords:Rehabilitation Engineering, Human Performance, Multimedia ePR, Imaging Informatics

1. INTRODUCTION

With the emergence of PACS as an imaging informatics tool, research work involving decision support and CAD
(Computer-aided diagnosis) applications have greatly benefited the Radiology Department by improving workflow
and turnaround times [1]. The experiences and skills gained from the development of such decision support systems
within Imaging Informatics can be further leveraged in new frontier areas of research that require multimedia data.
One such area is where clinical decisions for improving motor function in patients both with disability as well as
improving an athlete’s performance are made through clinical and movement analysis. Currently, this analysis
facilitates identifying abnormalities in a patient's motor function for a large amount of neuro-musculoskeletal
pathologies. However definitively identifying the underlying cause or long-term consequences of a specific
abnormality in the patient’s movement pattern is difficult since this requires information from multiple sources and
formats across different times and currently relies on the experience and intuition of the expert clinician. During a
movement evaluation process, kinematics, kinetics, electromyography, and video data are captured simultaneously
but stored separately along with demographic and subjective questionnaires. In addition, this data must be persistent
for longitudinal outcomes studies. The purpose of this paper is to present the design and architecture of a
multimedia ePR system that integrates imaging informatics data and provides a platform for decision support within
this new area of research.

A medical imaging informatics infrastructure (MIII) has been developed and used widely in many clinical and
research applications to utilize PACS images and related data for large scale horizontal and longitudinal clinical
service, research and education [1]. The MIII components and their logical relationship are shown in Figure 1. We
have extended this methodology in designing and developing such an electronic patient record (ePR) system to
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standardize and centralize multimedia data and properly distribute data during clinical and movement analysis. This
paper will focus on designing and developing components within the bottom three layers and outlined in bold.

USER'S APPLICATION SOFTWARE
Research | Clinical Service | Education
DATABASE & KNOWLEDGE BASE MANAGEMENT
DATA MINING & DATA RETRIEVAL

Image Processing/ Visualization Graphic User

Analysis Interface
PACS & MEDICAL IMAGE & RELATED DATABASE

Figure 1: MIIl components and their logical relationship. [1]

Communication

Security Networks

The concept of the electronic patient record (ePR) is a patient-based digital folder of clinical information obtained
from various information sources. The components of an ePR include an information model, a clinical data
repository, a web-based application for users, a security model, and built-in decision support. The inclusion of
imaging data and built-in decision support makes the ePR stand out amongst general clinical information systems
such as Hospital and Radiology Information Systems (HIS and RIS). The imaging data within the ePR data model
has opened new doors to the possibility of improvement in clinical decision outcomes of the future. Currently,
compared with others in the field, the United States Department of Veterans Affairs Healthcare Enterprise
information system, VistA [2], is probably the most advanced enterprise-level ePR integrated with medical images.

The multimedia ePR system designed and developed will integrate related imaging and informatics data acquired
during this process and manages the data in a patient-based standard similar to current healthcare paradigms.
Multimedia data such as patient waveforms, biometric signs, and video are captured and stored via a master clock in
synchronized fashion. In addition, force kinematics acquired in post-processing analysis will be integrated as well.
Presentation and documentation is provided through a unique timeline-oriented synchronized Graphical User
Interface (GUI). The design and development of both the data model and the GUI will be based specifically on two
different clinical applications by utilizing data from two separate study trials: 1) A performance improvement
project involving volleyball athletes and 2) Wheelchair propulsion evaluation of patients with disabilities.

2.METHODS

The design and implementation of the multimedia ePR consists of three main steps: workflow analysis, data analysis
and data schema development, and system architecture design. The following sections will discuss each of these
steps in great detail. As mentioned previously, the design and development will be based specifically on two
different clinical applications utilizing data from study trials: 1) A performance improvement project involving
volleyball athletes and 2) Wheelchair propulsion evaluation of patients with disabilities. Although the two projects
differ in application, they cover the broad spectrum of pre- and re-habilitation as well as similar methods of data
acquisition, processing, and reviewing of data through clinical movement analysis. This would provide a robust ePR
system capable of supporting this new area of imaging informatics-related research.

2.1 Workflow Analysis

One of the most important first steps for system integration of clinical image and information systems is to research
the workflow model of clinical movement analysis. Figure 2 shows the general workflow steps for a movement
analysis. The first step in the current workflow assumes that a trial of movement analysis is being captured and all
data acquisition devices are set up to acquire data. For example, for the performance improvement project, the trial
could be a specific skill movement such as blocking at the net. For the wheelchair propulsion project, the trial could
be a specific movement of a wheelchair user climbing an 8% grade ramp. The next step after performing data
collection is to perform a manual search for specific data from various standalone systems which can be quite
tedious. Once data is searched and retrieved manually, then the data needs to be synchronized. This is performed
by either home-grown developed or off-the-shelf software tools. Once data is synchronized, software tools are used
to integrate multiple data types (eg, force kinematic data with video) for evaluation. Similar steps are needed to
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integrate data from previous trials for comparison. This is also a manual step for searching previous data. Once the
two integrated data sets are complete, the final analysis or review can be made and a decision based on the
comparison of previous trial and current trial data is documented in the final results.

Data . Integrate
Collection % Manual - Synchronize | Multiple
h > Data »| Data Files >
for Single Search Manuall Data Types
Trial y for Analysis
Subject/Patient Manual Manual Data
Documentation | il Comparison |
of Final Results [ Manual Tracking |« w/ Multiple [¢ Search for
& Final Analysis Trialsp Previous Trials

Figure 2: General Workflow Steps for Movement Analysis.

Figure 3 shows how the multimedia ePR system can improve the efficiency of the current workflow for movement
analysis. All data acquired for a trial is uploaded and stored in an organized manner within the ePR system based on
the data schema. The ePR GUI can then be used to search for specific data from the current trial. Additionally,
through the use of decision support tools integrated with the GUI, comparisons can be made with data from the
previous trials and the documented results can also be stored within the ePR system for future review. The dashed
rectangle represents all the workflow steps that can be performed within the multimedia ePR system increasing
workflow efficiency and providing a richer data set for movement analysis.

r_______—__—__—___ﬁ

Multi-Media ePR System

Data l
Collection R Web-Based R Search ePR .| Analyze Data
for Single » Upload Data »| System for "| Utilizing ePR GUI v l
Trial to ePR System Data
Compare |
I Multiple Trials
Utilizing ePR GUI |
I Multi-media Automatic Subject/
Documentation |« Patient Tracking & |¢—1 |
I of Final Results Final Analysis |

Figure 3: Movement Analysis Workflow with the Multimedia ePR system.
2.2 Data Object Analysis and the Data Schema Development

The next major step for the development of the multimedia ePR is to perform a survey and data object analysis of
the acquired data of a trial session. During a movement evaluation process, kinematics, kinetics, electromyography,
and video data are captured simultaneously but stored separately along with demographic and subjective
questionnaires. Table 1 shows the data types and some corresponding examples. Specifically, this includes but is not
limited to:

Patient/Subject demographics
Biometric waveform data

Force data and vectors

Video clips

Post-processed multimedia data
Normalized data parameters from tasks
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Data Types
Patient/Subject Text Demographic Data (eg,
Height, Weight, Age, etc)

Data Type Examples

Biometric Waveform Data (eg, Electromyography-
EMG, Blood Pressure — BP, Heart Rate — HR, etc)

Video Clips (eg, High Speed, MPEG, AVT’s, etc)

Force Data and Vectors

Post-processed multi-media data (eg, Force vectors
overlaid on video frames)

| i

Table 1: Data Types Acquired During a Clinical Movement Analysis Trial Session and Examples.

The goal is to utilize the DICOM maodel of the real world to design the data model for the ePR system. [3] Since the
data objects from a clinical movement analysis in pre- and re-habilitation are not an exact fit within the DICOM
data model, the data schema was designed to accommodate these new data objects. Figure 4 shows the entity-
relationship diagram. The left side shows the patient-centric data model designed for the ePR system. The data
acquired during a trial session falls under performance enhancement, which is shown on the right hand side of
Figure 4. By maintaining a patient-centric relationship, DICOM —based imaging studies can easily be integrated at
the patient level and only enhance the multi-media ePR system. Based on the entity relationship diagram, a data
schema was designed and a sample of this data schema is shown in Figure 5.
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4: Entity Relationship Diagram for the multi-media ePR system.

Performance

Figure

Data
Project - Analysis
- Subject_ID -
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Figure 5: Sample Data Schema Design for the Multi-Media ePR System.

2.3 Multimedia ePR System Architecture
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The ePR is a web-based system developed using a PHP (PHP Hyper Preprocessor) framework at the server side.
This framework allows the ability of integrating many applications, such as analysis, visualization and comparison
tools, to the ePR. Each tool is a plug-in module to the whole system and can be managed using the administration
interface. Figure 6 shows the architecture of the ePR. The input data will be sent to the Data Gateway or through a
web-based GUI Uploader into the Database. Knowledge can be extracted from the input data to form a Knowledge
Base which can be utilized by future decision support tools that can be developed and integrated with the ePR
system. The users via the web interface can browse the knowledge and also contribute to it by uploading new cases.
Because the system is web-based, users can access the system throughout the healthcare enterprise and related
research labs.

Patient/ yd ™,
DS“bJe°t Text / Data Graphical . y
emographics Decision-
»  Gateway/ * User Interface [+
S Support Tools
Video i Uploader (GuI) .
Clips

Force Data -
Datab
Biometric WQb-Ba Sed atabase
Waveform i |
_ Dea ePR Syste m

INPUY Data Mining &
DATA

Knowledge
\ Quantification

Knowledge
Base

e - - . " ““ Figure 6: The System
Architecture of the Multimedia ePR System.

3. RESULTS

Based on the workflow and data analysis, an initial multimedia ePR prototype system has been developed. The
system was further refined by integrating data from two separate applications that cover the spectrum of clinical
movement analysis in pre- and re-habilitation trial sessions.

3.1 Volleyball Skill Development Project

The first application is the performance improvement in volleyball athletes. The project goal was to monitor quality
of practice over time to provide immediate feedback regarding technique and team play for volleyball athletes.
Specific tasks that were analyzed include blocking at the net which involves a shift movement and a jumping
motion. During one such trial session, data is acquired with various standalone equipment and the data types were
described previously in Section 2. The data acquisition process was observed to identify bottlenecks of current
workflow and the GUI design was developed accordingly. Figure 7 is a screenshot of the ePR system that shows the
result of data integrated into the ePR system in the form of a patient-based worklist of subjects/patients. Figure 8 is
a screenshot of the available data from each of the trial sessions of a particular subject/patient. Figure 9 shows a GUI
Mock-up how clinical movement analysis can be greatly enhanced through the multimedia ePRsytem with
integrated decision support. Complex imaging informatics related data can be displayed side-by-side for a
comparison of longitudinal studies on a per-subject basis. In the future the results can be utilized to improve the
technique of the subject and further evaluated which would ultimately lead to the prevention of injury to the
volleyball athlete.

Current status of this application:
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Design and study of the movement analysis workflow for volleyball skills development has been
completed.

Data utilized in the project has been identified and a data model was developed.

Data acquisition process for one trial session was observed to understand how best to design and develop
the GUI and the ePR system.

A total of 15 subjects with 130 trials per subject has been integrated with the ePR system.

Initial GUI has been designed and developed.

Additional decision support tools are currently being developed and mock-up designs have been completed.
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Figure 7 Patient-Based ePRWorklist Showing Subjects/Patients
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Figure 8: Screenshot of the GUI View of Trials and Data Available During Data Acquisition of a Subject.
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Figure 9: GUI Mock-Up Design for Clinical Movement Analysis Showing Automatic Side-by-Side Comparison of
Longitudinal Trials per Subject

3.2 Wheelchair Propulsion Project

The second application utilized to design the multimedia ePR system is the wheelchair propulsion project. The
overall purpose of the wheelchair propulsion project is to identify predictors of onset of shoulder pain in wheelchair
patients. Manual wheelchair propulsion is a highly repetitive motion and weight bearing in nature. Should a patient
utilize inefficient and incorrect technique, there is potential for fatigue and risk for upper extremity injuries.
Therefore, through clinical movement analysis and the data acquired, the goal is to develop biomechanical
guidelines for optimum and less stressful shoulder function. [4,5] Large volumes of data collected include
wheelchair ergometer and dynamometer for force data, EMG data for muscle activity, and high-speed video clips.
Data captured resides in standalone computer systems and needs integration. Once the data is integrated, decision
support tools for movement analysis can be developed as a value-add to the ePR system which can provide a
powerful tool in this wheelchair propulsion study.

Current status of the second application includes:

o Design and study of movement analysis workflow for manual wheelchair propulsion has been completed.
o Data utilized in movement analysis for manual wheelchair propulsion has been identified.
e A data model is currently being developed.

Future work includes:

Integrating 223 participants with 3 sessions per patient with the ePR system.
Initial GUI to be designed and developed for movement analysis. Previous work to develop the first
application will be leveraged.

e Design and develop decision support tools to be integrated with the GUI.

4. SUMMARY

The design and development of a robust multimedia ePR system platform for both disability patients and athletes
undergoing movement analysis for rehabilitation or performance improvement was presented. Specifically, we
presented two data model examples of a performance improvement project involving volleyball athletes and
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wheelchair propulsion evaluation of patients with disabilities. The two examples show similar overlap and design in
the data model of the ePR that can accommodate the entire spectrum of multimedia data from rehabilitation
engineering to human performance. The result is an ePR platform to develop decision support tools that can impact
a new frontier of imaging informatics research. Future work includes integrating the data acquired from the
wheelchair propulsion project and developing the data model as well as further development of the GUI and
decision support tools to aid in the evaluation and analysis workflow for both clinical applications.
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ABSTRACT

Intensity-modulated radiation therapy (IMRT) has gained popularity in the treatment of cancers because of its
excellent local control with decreased normal tissue complications. Yet, computer planning for the treatment relies
heavily on human inspection of resultant radiation dose distribution within the irradiated region of the body. Even
for experienced planners, comparison of IMRT plans is definitely cumbersome and not error-free. To solve this
problem, a computer-aided decision-support system was built for automatic evaluation of IMRT plans based on the
DICOM standard. A DICOM based IMRT plan with DICOM and DICOM-RT objects including CT images, RT
Structure Set, RT Dose and RT Plan were retrieved from the Treatment Planning System for programming. Utilizing
the MATLAB program language, the decoding-encoding software applications were developed on the basis of the
DICOM information object definitions. After tracing the clinical workflow and understanding the needs and
expectations from radiation oncologists, a set of routines were written to parse key data items such as isodose curves,
region of interests, dose-volume histogram from the DICOM-RT objects. Then graphical user interfaces (GUIs)
were created to allow planners to query for parameters such as overdose or underdose areas. A total of 30 IMRT
plans were collected in a Department of Clinical Oncology for systematic testing of the DICOM-based decision-
support system. Both structural and functional tests were implemented as a major step on the road to software
maturity. With promising test results, this decision-support system could represent a major breakthrough in the
routine IMRT planning workflow.

Keywords: DICOM, knowledge-based, computer-aided, decision-support, radiation therapy

1. INTRODUCTION

1.1 Intensity-modulated radiation therapy (IMRT)

Intensity-modulated radiation therapy (IMRT) is the current popular radiation therapy technology that allows the
modulation of radiation dose to shape the desired dose to the tumour target volume. With such a plan, it allows the
safe delivery of a high dose to the tumours of irregular shapes with maximal sparing of the surrounding
structures.1.2lmproved disease control through such dose escalation along with reduction in dose to the neighbouring
structures might give IMRT a clear advantage over other technologies in radiation therapy such as three-dimensional
conformal radiotherapy (3DCRT). Renowned for its dose-sculpting ability, IMRT has gained increasing popularity
for treating concave-shaped targets and other more complicated dose delivery methods.

1.1.1 IMRT planning process

IMRT needs a precise 3D representation of the patient anatomy, which requires extensive use of multimodality
imaging. IMRT planning includes delineation of tumour targets, organs at risk (OARS). To provide clear guidelines
for IMRT planning, well defined site-specific treatment protocols are often set out by radiation oncologists.
Encouraging therapeutic outcomes could only be achieved when the exact location and the tumour extension could
be accurately defined with respect to all OARs. Manual slice-by-slice delineation is one of the most tedious and
time-consuming tasks in IMRT planning. Continuous efforts have been made to develop automatic segmentation
algorithm for delineating different structures. 3.4
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IMRT incorporates two novel features, namely, computer-controlled intensity modulation of treatment beams and
inverse treatment planning optimization. With this approach, each radiation field is firstly divided into multiple
pencil beams enabling custom-design of optimum dose distributions. Inverse planning starts with the required dose
distribution and a set of planning parameters. By taking all dose volume constraints imposed on the targets and
OARs into account, the desired intensity pattern is achieved through iterative adjustment of individual beamlets by
the dose calculation algorithm for IMRT of the Treatment Planning System (TPS).

1.1.2 IMRT plan evaluation
Upon completion of dose calculation, each plan should be evaluated carefully using dose volume histograms (DVHSs)
and planar dose distributions that show the isodose lines. The determination of the best plan requires a clinical
decision based on the balance between adequate target coverage and normal tissue sparing. Dose to critical

structures should not exceed their tolerable limits or constraints that are set in the protocols. A resultant IMRT plan
that cannot meet the plan acceptance criteria in the protocols is judged to be unqualified. Despite lacking spatial
information, DVHs provide a global view of whether the resultant plan meets the set limits. On top of that, a detailed
slice-by-slice analysis of isodose distribution is crucial in examining target coverage and identifying the exact
location of hot and cold spots. Owing to unconventional nature of IMRT dose distribution, special caution should be
paid to the unconstrained normal tissues which may receive unexpected high doses. If the IMRT plan is regarded as
unacceptable, either the dose volume constraints or priorities can be adjusted reiterately to re-optimize the intensity
distribution.

As shown in figure 1, each IMRT plan has two primary concerns —target coverage and normal tissue sparing. A key
goal of IMRT is to minimize complications to normal tissues by decreasing the dose to OARs while maximize

tumor control by increasing the dose to planning target volume (PTV). The development of a clinically acceptable
plan usually takes several iterations of refinement depending on complexity of the case and experience of the
planner. To obtain a better plan, the optimization and evaluation loop can continue until no further improvement is
required.
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Figure 1. IMRT plan has two primary concerns — target coverage and normal tissue sparing. With the aim of better planning
target volume (PTV) coverage and greater organs at risk (OARS) sparing, an IMRT plan continues to refine through a series of
optimization iterations.

1.1.3 Major challenges and pitfalls

Currently available IMRT planning systems rely heavily on human inspection of resultant dose distribution. When
judging the plan quality, the need to interpret such meticulous statistics has prompted the development of intelligent
tool for automated dose-volume data analysis. Even for experienced planners, identification of hot and cold spots
from pertinent CT slices is definitely cumbersome and not error-free.

2. PURPOSE

To save planners from tedious manual evaluation, a computer-aided decision-support system was built for automatic
evaluation of IMRT plans based on the DICOM standard. The system aimed at improving the planners’ efficiency
and accuracy in evaluating an IMRT plan that met all dose volume constraints and identifying underdose and
overdose regions on each CT slice.
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3. METHODOLOGY

The development of the DICOM-based decision-support system consisted of 3 stages: 1. Programme development,
2.Design of Graphic User Interface (GUI), 3. System testing.

3.1 Programme development

Detailed workflow analysis and modeling could provide a roadmap to successful programme development.
Workflow models are valuable in understanding current operational process, identifying system requirements,
visualizing the benefits after system implementation and defining the desired future situation. Figure 2 shows a
comparison of conventional and computer-aided IMRT plan evaluation processes. The example of dosimetric
evaluation of the right lens of the eye in IMRT for nasopharyngeal carcinoma (NPC) is used.

Begin

A 4
Define plan acceptance
criteria

Clinical Mode Computer Aided Mode
A L4
Manual DVH data Input dose-volume
extraction for 1 ROI criteria for all ROls
Yes
A4 A4
Any ROI? -« Violation? Violation? » Calculate Indices
No No No
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Yes Yes

h. ¥
Visual Inspection of

Isodose distribution on Display evaluation

every single slice cllls
¥ L
Identification of CT slices Display CT slices
containing violations containing violations
Y Y
Plan modification Plan modification

Figure 2.Comparison of conventional and computer-aided methods for evaluation of IMRT treatment plan.

Based on institutional practice and philosophy, diverse plan acceptance criteria could be put into practice. Clear
goals for individual IMRT treatment plan should be defined at the outset. Association between the lens dose and
radiation-induced cataract was well documented. From the literature, it was reported that the lens tolerance dose was
6 Gy.1,25

Conventional IMRT plan evaluation process required human inspection of violation of treatment protocols. As an
initial step, the DVH statistics for the right lens was extracted for evaluation. If the results were unsatisfactory, it
was necessary to visually inspect the isodose distributions on every single slice. In order to examine the anatomic
location and extent of overdose, the right lens contours and 6 Gyisodose line were chosen for display.

The decision support system software was developed using MATLAB (The MathWorks, Inc., Natick, MA, USA) to
facilitate evaluation of the plan data based on DVH and slice by slice analysis. To streamline the workflow, the two
approaches were combined into one process in the programming. The 2D DVH curve of a given structure was
automatically linked to specific CT image slice overlaid with user-defined isodose line and contour of region of
interest (ROI). In the main loop of the program, the following tasks were performed:
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1. Loading an IMRT plan including planning CT images and pertinent DICOM-RT objects into MATLAB
workspace

2. Input of dose-volume criteria as the plan acceptance guide (Figure 3). Each specific set of parameters can be
saved as a template for future use.

3. Using the DVH data of the plan to check if the plan met the acceptance criteria, e.g. the lens should not receive
more than 6 Gy radiation dose level

4. Displaying evaluation details and checking for violations of criteria

5. If violations detected, the CT slices containing the violations would be searched by the programme without user
interactions. The dose level would be constructed and overlaid on corresponding CT images.

Organ at risk Dose (Gy) Operator % Volume

RT LENS

Figure 3. User-defined dose —volume criteria for right lens.

3.1.1 Hierarchical bottom-up searching design

Each patient being treated with IMRT must undergo a planning CT scan of the area of interest consisting of more
than 100 slices. To allow efficient query processing over the massive image database, a hierarchical four-layered
bottom-up approach was implemented. By breaking the ultimate goal down into more detailed sub goals, the
algorithm ran in an upward direction towards the top of pyramid. The starting point for constructing a hierarchy was
a comprehensive list of the tasks that make up a job. After identifying hierarchical relationship amongst the tasks,
sequential instructions were executed in a bottom-up manner.

As shown in the figure 4, the searching of CT images subject to violation was decomposed into four subtasks. The
hierarchical analysis started with the complete set of CT images by examining the presence of structure contours.
With reference to the ROIContourSequence in RT Structure Set (in the DICOM standard), images containing OARs
and PTVs were categorized as “CT images with OARs” or “CT images with PTVs” respectively. Pruning technique
was then employed to progressively narrow down the search. Depending on whether OAR overdose or PTV
underdose was present, a specific subset of images were evaluated and searched for pertinent CT slices subject to
violations. This hierarchical structure aimed at quick access to query results and easy navigation of detailed
information.

Figure 4.A bottom-up searching approaching indicating the hierarchical relationship amongst the tasks.
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3.1.2 Algorithm for detection of protocol violation

At the first stage of violation detection, DVHs were useful in summarizing dose distribution data in a linear graph
model to allow rapid screening of treatment plans. Each ROl was uniquely defined by ROISequence in RT Structure
Set with a ROl number as shown in Table 1. In this example, the ROl number for the right lens was 35. By cross-
referencing this number with DVHReferenceROISequence_Item1 in RT Dose object, the corresponding item
number for the right lens was found to be 26. Based on this item number, DVH of the right lens was reconstructed
by extracting data from RT DVH module in RT Dose object.

ROISequence DVHSequence
Item No. ROI No ROI Name DVHReferenceROISequence.ltem_1 Item No
18 25 ‘GTVnp' 25 16
22 28 ‘L Eye’ 28 19
29 35 ‘RT Lens’ 35 26
36 44 ‘PTVnp70’ 44 32

Table 1.1llustrating how to find the relevant item number for each region of interest (ROI).

To generate the DVH for a structure, the defined volume of ROI was partitioned into voxels. Dose for each voxel
was then calculated and accumulated in the appropriate dose bin of the histogram. The ordinate for each point on the
cumulative DVH curve represented the total volume of ROI that receives at least the given dose indicated on the
abscissa. Assuming maximum lens dose was constrained at 6 Gy, figure 5 demonstrated how to directly read off the
corresponding value represented by DVH.

Lens Dya < 6 Gy

% Vol
A
Pass

Fail, MAX dose is 10Gy

— » Dose (Gy)

Figure 5. Cumulative DVH curves for the right lens of two plans. The solid line corresponds to a qualified plan while dashed line
corresponds to an unacceptable plan.

The plan represented by the solid line satisfied the constraint with maximum dose just below 6 Gy. Conversely,
another plan represented by the dashed line resulted in unacceptable dose distribution. The maximum dose was 10
Gy, violating the planning goal. If any of the constraints were not met, detailed slice-based evaluation of isodose
coverage was required. The CT slice revealed that a sizable fraction of the right lens received dose exceeding the
specified limit, a situation that warranted a modification of treatment plan due to unnecessary sacrifice of vision
(Figure 6).
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Figure 6. CT scan images showing the right lens contour and 6-Gy isodose line.

As well as OAR sparing, PTV coverage was also used as a criterion to evaluate. The ideal cumulative DVH for a
target volume should appear as a horizontal line at 100% volume on ordinate with a vertical drop at the prescribed
dose on the abscissa. In clinical reality, PTV volume coverage of at least 95% was generally required. The adequacy
of target coverage could be evaluated by the shape of DVH. As illustrated in figure 7, plan represented by the solid
line achieved acceptable target coverage with 95% volume of the PTV70 receiving at least 70 Gy. On the contrary,
another plan represented by dashed line failed to meet the minimum requirement. Only 92% volume of the PTV70
was adequately covered as prescribed. To have a clear understanding of spatial locations of the undesirable hot and
cold spots in PTV70, it was still necessary to review the isodose distribution.

PTV70 95% Vol = 70Gy

% Vol
A ————  Pass, 95% volume receives = 70 Gy
————— Fail, only 92% volume receives = 70 Gy
100
AN
95 &
92 &
\
|
A
|
|
|
| » Dose (Gy)
70

Figure 7. Cumulative DVH curves for the PTV70 of two plans. The solid line corresponds to a qualified plan with acceptable
target coverage while dashed line corresponds to an unacceptable plan.
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3.1.3 Overdose and underdose regions extraction

Once the 3D dose distribution of an IMRT plan was calculated and ready for evaluation, the corresponding RT
Structure Set, RT Dose objects together with a series of planning CT images were exported from the TPS and loaded
into the computer-aided evaluation system (Figure 8). With the aim of improving tumor control while decreasing
normal tissue complications, either underdosing (cold spot) within tumor or overdosing (hot spot) was undesirable.
The quality of each treatment plan was critically evaluated before being implemented. With respect to specific dose
volume criteria, the DVH statistics for each ROI should be evaluated separately. In order to examine the anatomic
location and extent of hot and cold spots, the CT slices containing violations were searched by the programme and
displayed.

Dose Images Structures: OARs/PTV Treatment Planning System DVH Data Violation? ENDNo Yes Region
detection Eye ball Tumor Image display

I v,
L[
Treatment Planning System

'
®

= —
"\ _Eye ball

Tumer

Structures:

OARs/PTV images

DVH Data

Yes

Violation? | Region detection

Image display

Figure 8. Region extraction model was designed around the concepts of DICOM and DICOM RT objects, including planning CT
images, RT structure set and RT dose.

Extraction of both overdose and underdose regions was based on the edge-based approach. First of all, the boundary
of the specified isodose line and ROI contour were plotted respectively. To reconstruct the outline of a structure, the
evaluation system made use of the contour data stored in the RT Structure Set object. With the same frame of
reference, each ROI was associated with reference to CT images. Proper ROI contour coordinate transformation
including scaling and translation was necessary.

Since dose values were described as pixel data elements, grid doses in specified dose units were constructed by
multiplying each pixel value stored in the Image pixel module with the Dose Grid Scaling attribute (3004,000E) in
the RT Dose module of the RT Dose 10D. The voxel coordinates of RT Dose matrix with reference to CT images
were found in the patient coordinate system as defined in CT scans.

The goal of IMRT was to deliver a dose distribution as homogeneous as possible within the PTV while sparing
nearby OARs. Either overdose or underdose within targets should be penalized, whereas OARs only carried
overdose penalties.
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Concerning cold spots inside targets, the non-overlapping boundaries between the target contour and the prescribed
isodose line were detected. On the contrary, the overdose regions were found by searching the overlapping
boundaries between the defined structure and specified isodose line. The areas of both hot and cold spots on each
CT slice were computed by counting the total number of pixel inside these regions respectively.

3.2 Design of GUI and system testing

Upon completion of establishment of the computer-aided software, user-centered GUI panels were designed based
on the workflow of treatment planning in a radiation oncology department. MATLAB with a powerful GUI
Development tool called GUIDE was adopted for quick and easy development of the user interface windows.
System development was an iterative process involving task analysis, design and testing. For testing of the system, a
total of 30 IMRT plans were collected and anonymized. Using DICOM export in the Varian Eclipse treatment
planning system (TPS) (Varian Medical System, Palo Alto, CA), the DICOM-based plans were then imported to the
system using the GUIs. Both structural (clear box) testing and functional (black box) testing were performed to
assess the system performance. Structural testing required detailed information about the structure of the system and
subjected the individual elements of the system to independent examination. On the contrary, functional testing was
concerned only with the inputs and outputs of the system, focusing on functionality against specification.

4. RESULTS

The DICOM-based computer-aided decision-support system for automatic evaluation of IMRT plans was
successfully developed. To illustrate the functionality of the computer-aided evaluation system, a sample IMRT plan
for head-and-neck case was reviewed. An IMRT plan was evaluated based on its ability to meet the user-defined
dose volume criteria. Considering a wide variety of treatment protocols available for adoption, a GUI panel allowing
the creation of individual template was designed with flexibility in mind. Figure 9 is a screen capture showing how
to set the plan acceptance criteria. To kick off the plan evaluation process, the user selected an anonymized patient
folder. A series of planning CT images together with the corresponding DICOM-RT objects, namely the RT Plan,
RT Structure Set and RT Dose objects were automatically loaded. The evaluation system provided two approaches
to specify the dose volume criteria, allowing users to select an existing template or define a new set of parameters. If
desired, all input fields can be saved for future use.
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Figure 9.Screenshot of input data panel setting up all acceptance criteria for targets and OARs. The panel contains five
buttons which initiate separate functions of the programme. Clicking on the first button will start loading of a particular
IMRT plan into the system. The second button on the panel will open the existing template of dose volume criteria
while the third panel button will save the inputs as template. The plan evaluation process will be proceeded by clicking
on the fourth button. The rightmost panel button with cross sign will trigger a request to close the frame.

Through comparison with the user-defined constraints on a point-by-point basis, ROIs which failed to meet the
acceptance criteria were listed. By selecting a specific ROI, the related DVVH curve along with other useful

indicators such as maximum, mean, minimum doses and standard deviation were calculated and displayed (Figure 9).
The drop-down menu allowed the user to view a specific CT slice with overdose or underdose regions highlighted.
The direct relationships between the DVH curve to the diagnostic CT images and the corresponding dose and
structure contours were visualized.
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Figure 10.Screenshot of treatment plan evaluation page. By choosing a particular z position from a drop-down menu,
the user can quickly assess for the hot and cold spots. As an example, the DVH curve for brainstem and one DICOM
CT image with 54-Gy isodose line and brainstem contour overlaid are displayed. Only the image slices with brainstem
receiving dose greater than 54 Gy are extracted and listed for review.

Both structural testing and functional testing were implemented to assess the system performance. The computer-
aided evaluation system allowed better appreciation of resultant plans. With prompt problem detection and
correction features, the direct relationship between the DVH data to the corresponding CT images and RT dose data
could be displayed simultaneously. Designated dose levels along with relevant contours and CT images were shown
in a precise and efficient manner. Automation of plan evaluation process could maximize productivity and perfect
the plan quality, further accelerating the adoption of IMRT in routine clinical practice. The system performance was
satisfactory in terms of robustness, precision and reproducibility.
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5. CONCLUSION

With such promising evaluation results, this DICOM-based decision-support system is a major breakthrough in the
routine IMRT planning workflow by eliminating all tedious manual evaluation steps. The system could be applied to
treatment of different regions of the body and the concept could also be adopted in the evaluation of plans other than
IMRT.
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1. Patient-specific modelling as a basis for personalized medicine

Medicine is undergoing a historic transition, moving away from a tnal-and-error
miode] of care, towards individualized treatment strategies based on patisnt-specific
knowledge management of dissase and treatment. Mot only the biomedical systems
sciences, mathematics, medical imagirg and medical informatics but also the disci-
pline of computer assisted radiclogy and surgery are enablers of this new paradigm.
They provide the methods and tools for imaging based knowledge management
and specifically for a patient-specific medicine. Important aspects of these dramati-
cally evolving methodologies and computer assisted tools are:

Modelling of human organ systems, pathologies and dinical processes from
scientific based evidence, medical guidelines and data mining.

Analysis and adaption of models from data and information gathered from
specific patients to generate knowledge models of patient-specific situations
and appropriate treatment processes.

Improved accuracy of diagnosis and optimial therapy through simulation as well
&5 knowledge and decision management.

Higher quality of diagrosis and therapy by means of modern ICT infrastructures
gllowing real Sme integration of information in patient-specific models and
miedical processes.

Validation processes of clinical decisions on patient-specific and population
levels as well as appropriate representations in repositones.

Patients, physicians and the health care systems are the beneficiaries of this develop-
meent throwgh improved quality of health care at a socially acceptable cost.
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Fig. 1 Patient-spachic modeling for 2 modiet-based medicine.

Currently available medical decision support and knowledge management tools
tend to be focused on and limited to diagnosis, or to management of specific disease
processes. They are not designed to address or make sufficient allowances for the
complexty of the total patient. However, comorbidity, pre-conditions, and conouwr-
rent therapies should not be viewed as obstacles to the understanding andfor treat-
ment of disease processes.

When one considers the very high complexity of the human organism and its in-
teraction with the vast number of known disease processes, plus the innumerabde
variations in nutrition, developmental and environmental processes and factors;
mutations, genetic and metabolic alterations, such as changes in surface antigens
of tumors and microorganisms, development of resistance to drugs, etc. it should be
agpparent that a more robust approach to disease management will be required fo
gllear the establishment of truly Personalized Healthcare.

The Patient-5pecific Modeal [F5M) is being designed to incorporate all information en-
tities of the entire patient (Fig. 1), in all of its complexity which is of significance to a
specific disease process.
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2. General structure of the patient-specific model

In every day terms, the Patient-Specific Model may be thowght of as a compasite of
both the static and dynamic features of the human organism. Certain features are re-
latively stable, such as the DMA seqguence within the chromosomes, or a radiograph
af an exfremity, while others ara in a constant state of fluctuation, such as pulse and
respiration. In addition, the clinical significance of physiological fluctuations may
vary in different clinical settings. For example, a brief armhythmia in an individual
miay, at times, go undetected and be of mo dinical significance. However, the same
arrhiythmia miay prove to be fatal in that same individwal in the presence of trauma,
shock, hypoxemia, and acidosis. Thus, the P56 must be capable of managing a con-
stellation of interacting static and fluctuating causes and effects of varying degreses
of certainty, predictability, and significance.

Features of the patient that are amenable to graphical representation are maintained
as references within a Probabilistic PSM Database (PPDY) [1] to PACS systems and re-
positories that allow access to the actual images, for example, through functionali-
ties of a suitable ICT infrastructure [2] for simulations and imterventions. This allows
meedical images to be loaded into advanced medical workstations for purposes of
treatment planning and simulation, as well az allowing real-time interaction with
hardware and software for image-guidad interventions, such as radiation and mini-
mially invasive therapies.

Those features which comiprize the portion of the PSM that can and showld be quan-
titized, and that hiawe meaasurable featuras andor cause-and-effect relationships, may
be dealt within a different manner than non-quantifizble features, swch as constitu-
tiom and appearance. In Bayesian terms, thase quantifizble features, or entities, may
be thought of as a dynamic set of data elements, i, attributes with interconnected

and fluctuating probability distributions.
The probability distribution of each attribute or variable reflects and represents the

state of uncertainty associated with the knowledge about a particular feature of an
individual patient. The existence of relationships among attributes, represented by
appropriate links and their binding strength, are also subject to probability distribu-
tions. The value of each attribute probability distribution lies within a statistically de-
finable range of nommal and abnormal values. The boundaries of the values for each
attribute, and the volatility of the changes of these values, vary in health and disease,
and at different ages, and may be subject to further alterations based on the body’s
homeostatic mechanisms as well as constitutional, genetic and epigenstic, and enwvi-
ronmental factors, including pricr medical and swrgical interventions. It is therefore
reasonable to assume, that the described situation surrcunding the patient is amen-
able to be represented by a form of Bayesian Metwaork. However, standard Bayasian
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Metworks that have been utilized in previous medical decision support and know-
ledge management systems are inadequate for this purpose. Laskey [3] has develo-
pad a Multi-Entity Bayesian Network (MEBM] to overcome the limitations of standard
Bayvesian Metworks.

3. Multi-Entity Bayesian Network

A Multi-Entity Bavesian Metwork (MEBN) is a logic system which integrates first-order
logic with Bayesian probability theory and can provide a desoiptive and functional
framawork for the quantifizable components or entities of the Patient-Specific Model.
These entities of the PSM will be stored as attributes within both the Probabilistic PSM
Catabaze to be described below, and the appropriate nodes with the MEBN.

The First and Second Crder Enfities for the Patient-5pecific Model may relate to the
entities listed in Tables 1 and 2 The attributes of these entities may be obtained
through links with the appropriate databases, spreadsheets, Electronic Medical Re-
cords (EMRs), and repositories, for example by means of the functionalities of a swita-
ble Medical Information and Model Management System (MIMMS). These Primary and
Secondary Entities are broken down imto Third Order Entities and further subdivisions,
which include the vast, and continually expanding, list of patient-related information.
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Some of the modeling tools that may be used to determine the attributes for these
entities are included im Table 3. For illustrative purposes, some of the Third and
Fowrth Order Entities that may be incleded in an example of a patient with metasta-
tic colbon cancer to the liver, being conisidersd for treatment with Radicfrequency Ab-
laticn, may be sesn in Table 4. These include a variety of parameters including lver
funiction; characteristics of the lesions; gemnomics and protecmics; prior treatment;
general health status; imaging; simulation and modeling; and parameters required
for mechatronics and intersentions.

In & Multi-Entity Bayesian Metwork, knowledge about entities and their associated
entities and relationships is expressad as a structured collection of MEEN fragments
[MFragsl. An example of an MFrag describing the entities of an entity that might be
saan in the PSM of the patient undergoing treatment for metastatic diseasa to the
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liver is shaown im Fig. 2. In this example, the entity described is related to the evalus-
tion of the appropriateness of treatment modality based on the size and number of
the liver lesions. It is fundamental to Bayesian theory that prior knowledge consti-
tutes a valid form of information and is utilized in the construction of Bayesian net-
works. The specific MFrags of this or any other P5M Entity are developed by a group
of experienced clinicians and medical researchers in conjunction with individuals
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with a backgrownd in IT and statistics. It is of extrems importance to note that there
is no limitation on the number of entities which may be used to construct the MEEM
of the Patient-Specific Miodel. As greater understanding is ocbtained about the pa-
tient and the underlying disease processes, new data iz added to existing and new
MFrags that may be added. In a MEEN, all of the MFrags are assembled into a com-
prehensive MTheory, which graphically represents the total belief system defining
the entities and relationships of the P5M (Table 5 and Fig. 3. MEENs also contain the
tools and mechanisms for graphing relationships between entities; for providing me-
thodology for answering queries, for decision support, for inference and for leaming.
Relationships may be expressed as a Situation-5Specific Bayesian Metwork for answe-
ring gueries. Simple example for assisting prostate therapy planning is shown in
Fig. 4. For illustrative purposes, a selection of high and low order entities, such as
MR, ultrasound, P54, lymiph nodes, etc, has been incleded in the graphic represen-
tation of their relationship (praliminary, under development).

4. Summary and Conclusions
The Patient-Specific Model [PSM) that we introduced is a dynamic entity compo-
sad of (1) a probabilistic patient-specific database (FPDN with (2] patient attnbutes

defined in absoclute terms including images; conditional tables; probabilities and
confidence levels; values within value ranges; and, results of biomedical modeling
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equations; with (3] relationships defined according to traditional relational database
methods, as well as being defined and cross-linked, with joint probability distribe-
ticns, throwah a Multi-Entity Bayesian Network (MEEN] with (4] Agents of a Multi-
Agent System [4] which is linked to the appropriate MIMMS Engines inputting and
updating attribute valwes, with the ability to display desired values according to the
active PSM Constellation [5], incleding critical values, as workflows are followed.

It iz the nature of an MEEN model to increase in overall acouracy, as the number of
observations increases and as the precision of the data used to generate the various
comiponent probabilities of the MEBN fragments is refined. It is important to note
that for Bayesian Metworks there exist Limits Theorems that show that if Bayes the-
orem is used for updating the degree of belief, this degree of belief will converge to
the limiting frequency regardless of the actual walue of the initial degree of belief
(as long as it is not extreme in the sense of being exactly zero or exactly ons). While
these theorems give guarantees in the infinity, a reasonable prior belief will lead to a
much faster comeergence [&].

With the addition of sufficient context-appropriate patient-specific data, it is hypo-
thesized that the MEBM will provide a flexible and sufficiently accurate representa-
tion of a patient. It will also provide the necessary framework for the associated sibu-
ational awareness and decision support that will be required for the performance of
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Model-Guided Therapy (MGT) [5], as well as the generation and validation of Model-
Basad Evidence when generated through MGT. When sufficiently large numbers of
Patient-5pacific Model records are collected, database functions will allow the gene-
ration of statistically valid Disease Specific Models; Population-5pecific Models; etc
with their own MEBMs. These models will provide insights into disease processes,
epidemiclogy, and treatments within the context of Model-Based Medical Evidence.

Keywords: patient-specific model, model-based medical evidence, multi-entity
Bayesian network, personalized medicine
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Personalized Medicine and Model-Guided
Therapy
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* University of Southern California, Los Angedes (LISA] and IFCARS Office, Im Gut 15,
-390 Kuessaberg

B hew York Methodis: Hospital, Department of Aadiclogy, 506 Sxth Strest, Brookhmn,
Perww Tonck 11215, USA

1. Realization of Model Guided Therapy with ICT

Appropriate us= of nformation and communication technology (ICT) and assocated
sysbems is considered by many experts a5 a significant contribution to imiprowve work-
flow and quality of care in dinical settings. A conceptual design of such an infrastnuc-
ture, iz, a Therapy Imaging and Model Management System [TIMMS]) in the context
af a personaized medicine will b= introdwced in the following sections [1].

A Therapy Imaging and Mode=l Management System is an information technology
{IT) concept and framework fior the collection, crganization, and utilimtion of medi-
ical imformation from sounces such as the Electronic Medical B=cord (EMR), PACS, etc.
TIMMS was ariginally designed as a surgical assist system, but has many geneml me-
dical uses as well, including all forms of Model-Guided Medicine and may therefore
be generalized to a medical mformation and model management system [2].
Functionally, a2 TIMMS provades the following functionalities throughouwt the course
af medical ar therapeutic treatment {by means of interconnected engines, agenis,
repositories, and [T infrastructune) {Fig. 1}

Creation and maint=nance of a Pabent-Specfic Model, thereby prowading a
muulti-scalar, comprehensive, precise, personalized repres=ntation of the patient,
Real-tsme= knowledge management and decision support systemn thereby
promating optimized diagnostic, prognastic and therapeutic decisions
throughout the treatment workflow,

Validation system thereby providing quality assurance, patient safety, system
security and processing of medical evidence, and
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Standardized interfaces for communication and mechatronics, thereby
creating a unified enviranment for the input and owtput of data (including
the representation and display of information and images, as well as the
electromechanical contral of interventional and navigational devices).

The Patient-5pecific Model {F53M)] is the oentral construct for a patient within a perso-
nalzed medicine environment, in order to provide a dinician with a real-time repre-
sentation of critical information about the patient [3]. The required information con-
cerning the patient for Model-Guided Therapy (MGT) is extracted by TIMMS agents,
as needed, and assemiblsd within the frmewark of an active P5M Constelistion. The
FEM Constellation is the subset of existing FSM attributes that is required for the cur-
rent medical procedure, for medical assessment and management, or some other
TIMMS function. The PSM Constellation is both “patient specific”™ and “context speci-
fic” and s updated as new data is collected.
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2. The role of workflow models and their management

A TIMMS should suppart the essental functions that enable and advances image, and
in particular, patent model guided therapy. Within this concept, the image centric
warld view of the dassical PACS and telemedicine technologies & complemented
by an IT model-centric world view. Swuch a view i founded in the spedal madelling
needs of an increasing number of modemn thempeutic interventions as compared
to the imaging intensive worling mode of disgnostic radiology, for which many [T
systems were originally conceptualized and developed.

Fg. 1 shows a concept [meta architecture) of a high level generic modular structure
of a surgical assist system. The high level modules are abstracted from many specific
CASGT systerns which hawve been developed in recent years. In general, a combina-
tion of these can be found in most RB&D as well as commercial surgical assist systems
The componenis of TIMMS [4] which are modular, scalable and may be distributed in
location, act synengistically to pravide functionality and utility that exceeds the sum
aof s ndividual parts. The components indude s=ven “engines” which work indepen-
dently and dependenthy, and acoount for all facets of complex medical and surgical
procedures. Engine may be defined as a softwane module which can be executed on
an approprnate computing machine.

The seven engines proside functionalities which relate to intraoperative imaging and
biosensor data acguisgion, modeling, smulation, workflow and knowledge and de-
Cision management, visualimtion, intervention and validation.

A cemtral position in Fig. 1 i ocoupied by the "Kemel for workflow and knowledge
and decision management” It provides the strategic inteligence for thermpeutc
planning and workflow execution. Often this module [or parts thereof] & integrated
into some of the other engines, as the need may have demanded.

This important comiputing kemel (or “brain®) of the system may use different forms of
logic, different database structuring, agents and other forms of artificial intelligence,
depending on the spedfic apphcations of the procedure or procedures being perfor-
meed. Agents may be defined as software modules, containing some form of imbelk-
gence, which, with some degree of autonomy and adaptability, cany out functons
ar tasks [3]. Agents may be called by the worlkflow =ngine when executing 2 green
activity component/elerment of a given workflow. In general, agents are part of the
Kerned for workfiow and knowledge and decsion management, but they may also be
part of andior be accessible to the ather engines of TIMMS.

The incorporation and utlization of workflow processes, within the lemel for waork-
flow and knowledge and decision management s ocentral to the functioning of
TIMMS. TIMME employs an adaptive workflow engine that is fl=xble and capable of
l=aming and prowiding guidance throughout the procedure. A reference workflow
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Fig. 1 Workiow a@mpis in athopedic surmary fof preoperativa ol hip eplremant simgeny
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engine, which provides the basic fmmework for a mbereentionalthempeutic pro-
cedure, svolves into an executing workfiow engine, which is patient specific and is
bas=d on the model-centnc view of the patient that also evolves throughouwt the
e=ntire patient encounter. For example, modifications 1o the executing workflow en-
gine= may be based on feedback from physiologic monitoring of the patient, from the
physician carrying out the intervention, from interventional manipulators or robots,
from operative haptic devices or from stored data within repositones. Modificabons
to the executing warkflow engine are in synchronization with updates to the patient
made| by the modelling engine. The selected reference intervertional workflows may
be exdracted from the appropriate repasitory during the planning stage of the inber-
wentional procedure. An impartant aspect when recording and defining workflows is
their modeling and representation technology. Amongst many possibilities descrn-
bed in the erature, the workflow management coalition standard is being recom:-
meended here for workflow recording. Fig. 2 shows an example of a surgical workfiow
in this notation for orthopedic surgery. it is also important to corsider warkflows
to be dynamic entites. They serve as reference (not best practced!] workflows and
are updated at regular intenvals to detect wathin the workflows possible changes in
imaging and patient modelling requirements. For example, it can be =xpected, that
malecular imaging modalities wiall impact workflow for oncodogec patients substants-
ally. Radation resistant parts of a tumor may be defined with molecular imaging to
a higher precsion giving rise to indude surgicalinterventional ablation procedures
combined with radation theapy as a possible regimen. A well defined workflow and
a high fidelity patient model will be the base of activities for both, radiation and ma-
nimally invasive therapy. Considering the present and future reguirements for the-
rapy planning and intervention, such a patient model must be n-dimensional, were
n may include the spatal and temporal dimensions as well as a2 number of functional
varnables. 20 imaging and 2¥0 or 30D reconstructions are, by definition subsets of an
n-dimensional patient model and its representation in the EMA. As the boundaries
between theapeutic discipiines, for example, radiation therapy, surgery and inter-
ventional rdiclogy are becoming less well defined, precize patient models will be-
come the greatest common denomanator for all therapeutic disciplines.

3. The TIMMS5-P5M Constellation
One representation of the general structure of the TIMMS and P5M may be seen in
Fig. 2 in which the First Order Entities nduded, for sample, in a Mula-Entiy Bayesian

Network (MEEM] [3] are hsted along the y-ans of a2 gnd. TIMMS components, which
include data sources; tooks and mechanisms for defining the relationships among
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entities and for decision support and knowledge management; and tools employed
for workflow and intersentions, are ksted along the x-axis of the gnd. A working PSM
for a given intervention would be composed of the “constellation” of information,
evaluation, decisions, instructions, etc. generated at the poants of mtersection of the
gnd. Since the PSM is a dynamic construct, change aver time is provided for along
the z-axis. The P5M Const=llabion may be presented as a pictorial representation, as
in Fig. 3 and Fg. 4, with only the First-Order Entities being shown, howewer, the P5M
Constellation contains, within the computenzed data structure, the active entities of
all orders. Linkages betwesn any entity, of any order, {on the y-axis} and an associa-
ted TIMMS Component (on the x-ais} may be displayed as needed.

An example of 2 working PSM Consteliation of a patent with fver metastases from co-
lorectal cancer being consdered for radiofrequency ablation therapy is shown in Fig. 4.
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First Order Entitees are isted in the y-2os. The points of intersection with the TIMMS
components are highlighted within the gnd and repres=nt thoss areas which are con-
sidered essential in the assessment, planning and performance of the adiofrequency
ablation procedure. This representation is muhi-scalar, prowiding pertinent informa-
tion from the level of the genome, through the level of the patient’s general health
status. Information generated from imaging studies and simulations are induded.

The features of the PSM change over time, especially duning a medical or surgical
intervention. It is one of the roles of the PSM and associated software tocls to gather,
calculate, record, tabulate or otherwise organze, maintain and communicate values
for each of these entities, and predict and record the changes in values brought
about through the interactions with the entities. These changes over time would be
reflected in changes to the grid along the z-anas.
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4. Data Structure of the Patient-Specific Model

The data of the Patient-5pecific Model reside within a Probabilistic Patient-5pecific
Ciatabase {PFD (6] The fields of the databese consist of

absolute patient attributes swch as name, medical record number, etc,
descriptive patient attributes, such as medical images; graphical phy=ological
information, such as ECG or BEG; physiclogical values within expected value
ranges; results of biochemical and biomedical medeling, in the form of results
of equations; pathological findings, =tc. ; and,

probabilistc patient attributes, such as probability of tumor response to
treatment, which are expressed in terms of probability and confidence level;
conditicnal tables; =tc.

These felds are filled and maintained by agents of the TIMMS Multi-Agent System
through the TIMMS nfrastruciure, from repositories, the EMA, imaging devioss, me-
chatronic devices, medical workstations, =tc. For fields that require probabilistic =ne-
ries, calculations are performed by database functions according to pre-detemined
relationships within, if awzilable, a Multi-Entity Bayesian Metwork, whase structure is
integrated into the database The probabilistic attributes of these fields are caloula-
ted and wpdated in real-time. Sounces available for creation of the necessary tables
and relationships within the MEEN incude

the medical literature,

medical research databases and repaositories,

outcomes studies perfarmed within the TIMMS environme=nt as part of
Model-Bazed Medical BEvadence (MEME) activities, and

physiologic respanses of the patent.

A MEEN allows the graphing of an unfimited number of rdationships betwesn the
fields within the PPD. Real-time function of a Patiemt-5pecific Miodel will require the
development or modification of a new form of database: a probabilistic database
which will allow the utilzation of probabilistic data structure, whach will incorporate
a database design and a database management system which allows probabilistic
database functions and storage capabilities.

A probabilistic database s a database representing uncertaintees in which the pos-
sible worlds have associsted probabilities. Probabilistic database manasgement sy-
stems are currently an actve area of research. While there are cunrenitly no commer-
cial probabilistic database systemes, several ressanch prototypes exist [B].
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5. Summary and Conclusion

The data structure, as desoribed abowe, allows the development of a unigue way of
accumulating statistically valid medical knowledge, which is the base of 2 Model-E-
sed Medical Evidence. MEME may be considered an approach to accumulating and
vabdating medical svidence, which wall be accrued by TIMMS, from the individual
and collective evaluation of the F3Ms (=ach of which represents a statistically valhd
ecpenimental madell. It is in the nature of Bayesian Networks to increase in accuacy
&5 new evidence is processed and incarporated, thersfore Model-Based Medical Evi-
dence has the potential o increase in accuRcy ower time as well MBME is se=n as an
addition to, and not a replacement for, Evidence Based Medicine. The PSM that we
have described thus far will provade insights into the interaction of numernous factors
and medical conditions within a single indnadual

When sufficiently large numbers of Patent-Specific Model records are collected, the
cumulative data will provide insights into the disease processes themselves, =pi-
demiological, treatment responses, and health information regarding large pabent
populations. MEBNs and database functions can be developed to sxtract this infor-
miation and to allow the generation of statistically valid Disease-5pecific Model and
Populstion-5pecific Models.

Keywords: personalized medicine, model-guided therapy, patient-specific moded,
therapy imaging and model management syst=m
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Abstract

Purpose Due to the rapid growth of Shanghai city to
20 million residents, the balance between healthcare sup-
ply and demand has become an important issue. The local
government hopes to ameliorate this problem by develop-
ing an image-enabled electronic healthcare record (EHR)
sharing mechanism between certain hospitals. This system
is designed to enable healthcare collaboration and reduce
healthcare costs by allowing review of prior examination
data obtained at other hospitals. Here, we present a design
method and implementation solution of image-enabled EHRs
(i-EHRs) and describe the implementation of i-EHRs in four
hospitals and one regional healthcare information center, as
well as their preliminary operating results.

Methods We designed the i-EHRs with service-oriented
architecture (SOA) and combined the grid-based image man-
agement and distribution capability, which are compliant
with IHE XDS-I integration profile. There are seven major
components and common services included in the i-EHRs. In
order to achieve quick response for image retrieving in low-
bandwidth network environments, we use a JPEG2000 inter-
active protocol and progressive display technique to transmit
images from a Grid Agent as Imaging Source Actor to the
PACS workstation as Imaging Consumer Actor.

Results The first phase of pilot testing of our image-enabled
EHR was implemented in the Zhabei district of Shanghai for
imaging document sharing and collaborative diagnostic pur-
poses. The pilot testing began in October 2009; there have
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been more than 50 examinations daily transferred between
the City North Hospital and the three community hospitals
for collaborative diagnosis. The feedback from users at all
hospitals is very positive, with respondents stating the sys-
tem to be easy to use and reporting no interference with their
normal radiology diagnostic operation.

Conclusions The i-EHR system can provide event-driven
automatic image delivery for collaborative imaging diagnosis
across multiple hospitals based on work flow requirements.
This project demonstrated that the grid-based implemen-
tation of IHE XDS-I for image-enabled EHR could scale
effectively to serve a regional healthcare solution with
collaborative imaging services. The feedback from users of
community hospitals and large hospital is very positive.

Keywords IHE XDS-I profile - Image-enabled electronic
healthcare record - Grid-based image management -
Picture archiving and communication system

Abbreviations

ASP Application service provider

CDA R2 Clinical document architecture, release 2

caBIG Cancer Biomedical Informatics Grid

DICOM Digital imaging communication in
medicine

ebXML eXtensible markup language used for
electronic business

EHR Electronic Healthcare record

EHRs Electronic Healthcare record solution

EMR Electronic medical record

GID Global identifier

Grid_FTP File Transfer protocol used in grid computing

GUI Graphical user interface

GW Gateway

HL7 Health Level Seven
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ICD Intelligent content delivery

i-EHRs  Image-enabled EHRs

IHE The Integrating Healthcare Enterprise

ITI Information technology infrastructure

JPIP JPEG 2000 interactive protocol

KOS Key Object Selection

MSG Message

NCI Network communication interfaces

NPSIT National Program for IT

OID Object identifier

PHI Protected Health Information

PIX Patient Identifier Cross-Referencing

PACS Picture Archiving and Communication System
RIS Radiological information system

SAAS Software as a service

SAN Storage Area Network

SOA Service-oriented architecture

UID Unique identifier

VPN Virtual private network

WADO  Web access to DICOM persistent object

WS Workstation

XACML eXtensible Access Control Markup Language
XCA Cross-community access

XDS Cross-Enterprise Document Sharing

XDS-1 Cross-Enterprise Document Sharing for Imaging
Introduction

A fundamental requirement for achieving continuity of care
is the seamless sharing of clinical information from mul-
tiple locations. The electronic healthcare record (EHR)
is urgently required in order to provide an information
exchange platform for regionally coordinated healthcare
services. One key integration problem in the implementa-
tion of EHRs for continuity of patient care is identifica-
tion of a proper method for sharing and exchange of patient
records among various hospitals and healthcare providers. To
solve this integration problem, several different technologi-
cal approaches have been developed to enable the sharing of
health records.

Images, diagnostic reports, and evidence documents
derived from the processing of images represent important
components of a patient’s medical record. However, they are
managed and archived on a variety of imaging information
systems, such as RIS and PACS, depending upon the institu-
tion. Many healthcare delivery professionals (e.g., referring
physicians, radiologists, surgeons, and oncologists) would
benefit from a coordinated method for locating and accessing
relevant imaging information. The creation and subsequent
usage of these documents might span several care delivery
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organizations and may be performed separately over differ-
ent time periods.

The EHR is a secure, real-time, point-of-care, patient-
centric information resource for healthcare providers. Many
countries and regional districts have set long-term goals to
build EHRs, and most EHRs are built based on the integration
of different information systems with different information
models and platforms. To solve the problem of integration
across different platforms, the Integrating Healthcare Enter-
prise (IHE) [1] has defined an integration profile termed
IHE Cross-Enterprise Document Sharing (XDS) [2] to regu-
late medical records publication, query, and retrieval among
document sources and consumers.

The XDS for Imaging (XDS-I) Profile [3], depending on
the THE I'T-Infrastructure Cross-Enterprise Document Shar-
ing (XDS) profile, extends and specializes XDS to support
imaging “documents”, specifically including sets of DICOM
instances (including images, evidence documents, and pre-
sentation states) and diagnostic imaging reports provided in
aready-for-display format. Some programs have been devel-
oped to enable image document sharing among regional hos-
pitals, for example the National Program for IT (NPfIT) in
United Kingdom [4] and the Health Infoway project in Can-
ada [5]. Additionally, a number of hospitals in Shanghai
are piloting the development of an EHR solution with a
service-oriented architecture (SOA). The first phase of the
project targets the diagnostic imaging domain and allows
seamless sharing of images and reports across multiple hos-
pitals.

In this paper, we present a design method and imple-
mentation solution for image-enabled EHRs (i-EHRs) fully
aligned with the IHE XDS-I integration profile and com-
bined with a grid concept [6], which integrates a network
of geographically distributed systems or resources together
to tackle a single, compute-intensive task—in essence a
“virtual supercomputer”. There are many implementation
instances of grid concept in computer science such as
Globus [7], GLite [8], and UNICORE [9]. Actually, the grid
is middleware concept in distributed computing, and there
are many advantages of using grid concept to develop dis-
tributed system, some vendors related to medical imaging
management business use grid concept to develop enter-
prise-wide distributed image management products [10].
Also, some medical imaging researches use computing grid
tool kits as foundation to develop their application sys-
tems such as NCI (National Cancer Institute) caBIG (Can-
cer Biomedical Informatics Grid) project using Globus
as its biomedical imaging and informatics sharing infra-
structure [11]. We use grid concept to develop image-
enabled EHRs and make it as middleware between the local
PACS/RIS and remote PACS/RIS systems and enable it to
provide a single point of image/report communication ser-
vices to local user systems when it communicates with other



Int J CARS

remote distributed imaging management systems such as
PACS/RIS.

In the following sections, we first briefly introduce the
services models of healthcare systems in Shanghai and basic
requirements for the building of EHRs. Secondly, we present
the design architecture of the image-enabled EHRs and its
major components. Third, we report on the implementation
of i-EHRs in four hospitals and one regional healthcare infor-
mation center, as well as their preliminary operating results.
Finally, we discuss the technical approach of our solution
with those of other countries in implementing the regional
healthcare sharing systems.

Current situation of healthcare infrastructure
in Shanghai

Shanghai is a large city of approximately 20 million
residents. There are about 500 hospitals and clinics dis-
tributed in 19 districts, providing healthcare services. All
hospitals in China are ranked into three grade levels accord-
ing to bed count, healthcare resource, and service quality:
level 3, more than 800 beds (7%); level 2, 200—-800 beds
(13.3%); and level 1, less than 200 beds (79%). Usually,
the service quality and medical expert resources of large
hospitals are better than that of smaller hospitals. With the
rapid growth of Shanghai, balancing healthcare supply and
demand has become a serious issue, since more and more
residents live in outskirts of downtown area while most
large hospitals are located in city center areas. Addition-
ally, most patients still prefer to attend large hospitals to
see doctors when they are sick, despite the higher cost. This
results in overloading of large hospitals and a relative insuf-
ficient number of patients for smaller hospitals, whose ser-
vice quality is not recognized even though they are equipped
with high-quality imaging modalities. The local government
wants to solve the problems by encouraging patients to attend
small hospitals for initial evaluation and receipt of a pre-
liminary diagnosis, such as having imaging examination;
subsequently, senior radiologists working in large hospitals
would make the final imaging diagnosis through a regional
healthcare information exchange platform. Patients can then
be transferred to large institutions if needed. The govern-
ment also wants to develop an image-enabled EHR sharing
mechanism between some of the hospitals to reduce med-
ical costs by re-use of previous patient examination data
obtained in other hospitals. The central and local city gov-
ernments have funded some projects to solve key technical
problems and test the work and data flow. In the following
sections, we report some of our preliminary results of an
image-enabled EHR project for collaborative healthcare in
Shanghai.
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Architecture design and major components
of image-enabled EHRs

To develop i-EHRs for regional coordinated healthcare, some
factors should be considered in designing the architecture.
First, the design should adopt the IHE XDS-I integration
profile [3] as a technical guide in building image and report
sharing mechanism between hospital PACS and RIS. Sec-
ondly, it can not only integrate with hospitals that have PACS
and RIS, but could also include those that use different dig-
ital imaging modalities and RIS. Thirdly, in order to over-
come limited bandwidth problem and achieve quick response
on image retrieval and display, the JPEG 2000-based stream
data transferring and progressive display technologies are
used in i-EHRs. Fourthly, the security issue should consider
including access controlling, medical data authenticity, and
integrity as well as auditing [12]. The SOA-based design
method, which loosely couples the distributed components
of the enterprise systems via Web Services, will be adopted to
make it more scalable to cross-enterprise application. Mean-
while, the grid concept should be introduced into the i-EHRs
and enable pre-fetch and peer-to-peer collaboration among
different hospitals to provide collaborative imaging diagno-
sis efficiently and make the whole integrated system a vir-
tual single super enterprise PACS and RIS to the end users,
resulting in system administration that is user friendly [13].
Figure 1 diagrams the architecture of i-EHRs.

In Fig. 1, we see the designed solution is the SOA with
grid-based image management. It is compliant with the IHE
XDS-Iintegration profile. There are eight major components
and common services:

(1) XDS Registry, which functions as document Registry
Actor defined in IHE XDS/XDS-I integration profiles
and uses ebXML (eXtensible markup language used
for electronic business) registry model to store and
manage metadata of submitted image/report docu-
ments.

Grid Manager, which functions to manage the data flow
of images between the Grid Agent nodes such as pre-
fetching, data backup from hospitals PACSs to regional
data center, and tracking the image/message data flows.
Security Module, which provide the image/report doc-
ument access control, medical data authenticity and
integrity, and auditing.

XDS Repository, functioning as the document Reposi-
tory actor defined in IHE XDS/XDS-I profiles, stores
and manages submitted image/report documents for
retrieving.

PIX (Patient Identifier Cross-Referencing) Manager,
which is defined as the PIX Manager actor in the IHE
XDS/XDS-I profiles, stores the cross-enterprise patient
reference information.

2

3)

“4)
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Fig. 1 Architecture of image-enabled electronic healthcare record solution (i-EHRs)

(6) Grid Agent is used to convert the reports to CDA (R2)-
based documents and create image manifest or DICOM
KOS (Key Object Selection) object to submit to XDS
Repository and register in Registry, and to integrate the
multiple hospital PACS and RIS servers into the i-EHRs
as a virtual single PACS/RIS; Grid Agent also works
with Repository as a middleware between the Regis-
try and end-points such as XDS-I Imaging Document
Sources and Consumers actors [3]. In Grid Agent,
there are two sub-modules: XDS-I Imaging Document
Source Agent and XDS-I Imaging Document Con-
sumer Gateway. The XDS-I Imaging Document Source
Agent provides the transaction interfaces, e.g., DICOM
WADO SCP and DICOM C-Move/C-Store SCP, to
other XDS-I Imaging Document Consumer clients to
access the image data. The XDS-I Imaging Document
Consumer Gateway provides the DICOM/HL7 inter-
faces for PACS/EMR WS to query and retrieve docu-
ment and image data from other XDS-I Source actors.
PACS/RIS servers, which are located in hospitals and
functioned as the image/report source actor defined in
IHE XDS/XDS-I profiles.

PACS/EMR workstations are used by end users to
access the image/report documents from i-EHRs; they
function as the consumer actor defined in IHE XDS/
XDS-I profiles.

(7

®)

Major services in i-EHR system

Figure 2 shows four key use case services to be implemented:
(1) XDS-Lb (version b) Submitting and Registering of imag-
ing documents from PACS/RIS servers; (2) XDS-I.b Query
and Retrieval; (3) DICOM Submitting, Query, and Retrieval
from PACS WS; (4) Grid services for auto-routing of collab-
orative imaging diagnosis among hospitals. Most services
were implemented in Grid Agent. Figure 2 shows the major
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services running in Grid Agent and their relation to local
PACS/RIS, remote imaging document sources, and remote
Grid Agent nodes, as well as to XDS Registry, Repository
and Grid Manager.

Usually, the Grid Agent connects to a hospital PACS server
and workstations through DICOM Storage, Query/Retrieval
or WADO Services, and to RIS through HL7 or some Web
services defined for XDS-I submitting, query/retrieval, and
collaborative imaging diagnosis. The Grid Agent works as
Imaging Document Source Actor on behalf of PACS/RIS
servers to submit the manifests of image, evidence documents
from PACS, or diagnostic reports from RIS. The Agents also
work as the Imaging Document Consumer Actor on behalf
of PACS workstations to query the XDS Registry, retrieve
the reports or manifests from XDS Repository, and then
retrieve images from other hospital PACS through the remote
Grid Agent node. As the HL7 inbound service and DICOM
services of C-Store, C-Find, and C-Move are well known
[14,15], we only briefly describe some key functions of Web
services defined for PACS communicating with Grid Agent
to perform XDS-I submitting and query/retrieval as well as
collaborative imaging diagnosis implemented in Grid Agent
here.

Image study/reports registering services

This service group enables a PACS/RIS workstation to
obtain DICOM series or reports (CDA R2/Plain text) from
the PACS/RIS server as indicated by the symbol @ in
Fig. 2a. It extracts specific metadata information (UIDs of
patient/study/series/images) from these series/reports, cre-
ates image manifest defined in the way of DICOM KOS [3],
sends manifest to Grid Agent through a Web service, indi-
cated by @ in Fig. 2a, which retrieves GID from PIX Man-
ager and creates the Submission Set containing the manifest,
DocEntry Metadata, and Submission set Metadata defined
by XDS-I profile [3] to XDS Repository as indicated by @,
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Fig. 2 Services implemented in Grid Agent and their relation to local
PACS/RIS, remote imaging document sources, and remote Grid Agents,
as well as to XDS Registry, Repository and Grid Manager. a Data flows
of the XDS-I Submitting and Registering services are indicated by the
symbols O-@-@-@-®-®. b Data flows of the XDS Query and Retrieval
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@, and D in Fig. 2a. The XDS Repository stores the DICOM
manifest & DocEntry Metadata to the database, creates the
Object UID (OID) for each document in the Submission Set,
and forwards the DocEntry Metadata, OIDs, and URL of the
Repository to XDS Registry as indicated by in Fig. 2a.

XDS-based image study query/retrieval services

This service group enables a PACS WS to query PIX Man-
ager by using a Web service of query and HL7 Query Engine
to get patient GID based on the local ID and ID Issuer first, as
indicated by @-@"-® in Fig. 2b. Also, it uses GID (or GIDs)
to call XDS Query (XDS Stored_Query, ITI-18) transaction
to query XDS Registry as indicated by ®'. Meanwhile, the
XDS Registry searches the Registry Database and returns a
list of OIDs (Object UIDs created in Repository when the
document is stored in Repository). The PACS WS parses
the queried results to allow the user to make a selection and
to initiate retrieval procedure to XDS Repository to retrieve
the image manifest (DICOM KOS) or reports with CDA
R2 format as indicated by @', parses the manifests to get
UIDs of the study/series, and initiates a DICOM C-Move
requests to Grid Agent by sending UIDs to it. The Grid Agent
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of the DICOM/HL7 MSG (Reports) Submitting are indicated by the
symbols @"-@"-®-®"-®; data flows of DICOM Query and Retrieval
are indicated by the symbols ®"-®-®"-®"-®-©@"-®". d Data flows of
the Grid Services for Auto-Routing with HL7 MSG (ADT) are indicated
by the symbols @"-@"-®-6"-®"-0"-®"

C-Move SCP service receives the C-Move request, converts
the request to Grid_Retrieval MSG, and sends the MSG,
going through Grid Manager, to the remote Agent with UIDs
of the study/series, respectively. The remote Grid Agent
nodes receive the Grid_MSG, parse the MSG, get UIDs of the
series, and initiate DICOM C-Move requests to the attached
PACS server to retrieve the image series. After receiving
the DICOM series sent from the remote PACS server, the
remote Grid Agent node caches the images in local storage
devices, and then sends these series to the requesting node
through Grid_FTP file transfer protocol; it then routes the
image series to the PACS WS through DICOM C-Store ser-
vice. The whole data flow of image data retrieval is indicated
by @-®-®-@-®' in Fig. 2b. For obtaining images using
DICOM C-Find and C-Move services, data flow is shown in
Fig. 2c.

Grid-based auto-routing service

The Grid-based XDS-I solution provides an event-driven
mechanism to deliver image data sets to specific destina-
tions (PACS servers, workstation, or hospital facilities) to
meet specified work flow requirements. The image delivery
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Fig. 3 Data flow of JPEG 2000 progressive display implemented in
a PACS WS (Client) for image retrieval from a remote Grid Agent
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rules of auto-routing are built based on healthcare event types,
work flow arrangements, and user preferences among differ-
ent enterprises. For example, HL7 MSG (ADT) can be used
to trigger the data flow of pre-fetching the previous related
studies done by other hospitals to the current site if the patient
is admitted to the hospital and an examination is ordered. This
procedure data flow is indicated by @"-@"-@-®"-®"-@"-®"
in Fig. 2d.

JPEG 2000 interactive protocol (JPIP) service

In order to achieve quick responding effects in image retriev-
ing in a low-bandwidth network environment, we use the
JPEG 2000 interactive protocol (JPIP) to access images man-
aged by Grid Agent nodes and use a progressive display
technique to transmit images from Grid Agent, as Imaging
Document Source Actor, to the PACS WS, as Imaging Doc-
ument Consumer Actor. Figure 3 shows the JPEG 2000 pro-
gressive display data flow implemented in our PACS WS for
image retrieval from a remote Grid Agent [16].

Security solution and central management

In order to secure the communication and image/report shar-
ing between the hospitals, we developed an integrated secu-
rity solution for i-EHR system. The security services and
function of the security solution include the following [17]:

)
2
3)
“4)

Access Control,

Single Sign-On;

PHI (Protected Health Information) Data Protection;
Auditing Trial.

We also developed an administration graphic user interface

tool to centrally manage, monitor, and control all components
of XDS Registry, Repository, PIX Manager, and Grid Agent
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nodes. This administration tool can provide graphic informa-
tion about imaging document submitting, registering, retriev-
ing, operating, and physical status of all key components of
the i-EHR system and can perform system administration
and configuration remotely.

Implementation and preliminary results

Healthcare regulation concerning radiologic imaging diag-
nostic service in China requires two steps to complete imag-
ing diagnosis: preliminary diagnosis and final diagnosis.
Junior radiologists can perform the preliminary diagnosis,
but the final diagnosis must be approved by a senior radiol-
ogist. Usually, there are a few senior radiologists working in
level 1 hospitals, such as community hospitals. In this sit-
uation, final reports usually required more than one day to
be available for the physician or patients, as the report must
wait for a senior radiologist to physically come to the level
1 hospital and finalize the report. The major goal of our pro-
jectis to develop an image exchange and sharing platform to
efficiently enable collaborative imaging diagnosis between
hospitals of different levels and to provide sharing mecha-
nism between hospitals in order to reduce costs by re-using
prior examination data obtained in other hospitals.

Pilot testing of the image-enabled EHR

The first phase of pilot testing of our image-enabled EHR
was performed in the Zhabei district of Shanghai for imag-
ing document sharing and collaborative diagnostic purposes.
Figure 4 shows the Shanghai map and the location of Zhabei
district. We built a pilot testing environment in the Zhabei
district including four hospitals through a virtual private net-
work (VPN) with bandwidth of approximately 2 Mbits/s to
10 Mbits/s. The i-EHR server consisted of servers of XDS
Registry, XDS-I Repository, PIX Manager, and Grid Man-
ager and an image backup storage system; these were located
at the Healthcare Information Center of Zhabei district.
The Grid Agent, functioning as XDS-I Imaging Document
Source and Consumer Actors, was located in each of four
hospitals and integrated with PACS and RIS. The four hos-
pitals participating in the pilot testing were City North
Hospital with 500 beds (level 2) and Wan Long, Ling
Feng, and Peng Pu community hospitals (all level 1).
The PACS/RIS systems installed in these four hospitals
came from two vendors, Siemed Healthcare Information
Incorp. (Shanghai) and New Health Network Incorp.
(Beijing).
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Fig. 4 Map of Shanghai showing locations of hospitals participating in the pilot testing in Zhabei district. €D 1: City North Hospital; € 2: Pengpu
Hospital; @ 3: Linfeng Hospital; €D 4: Wanrong Hospital; (-): Health Information Center of Zhabei District

Hardware configuration and network connection

The i-EHR system consists of one controlling center of the
i-EHR system and multiple Grid Agent nodes functioning as
imaging document source and consumer actors. The hard-
ware configurations of the i-EHR system were as follows:

(1) The server of XDS Registry: HP ProLiant DL585 server
with dual CPU, 16 GB RAM, and dual network com-
munication interfaces (NCI);

The server of XDS Repository: HP ProLiant DL585
Server with dual CPU, 16 GB RAM, and dual NCI;
PIX Manager: HP ProLiant DL585 Server with dual
CPU, 16 GB RAM, and dual NCI;

Image backup Server: HP Itanium/Integrity RX266
server with dual CPU, 12 GB RAM, dual NCI, and
20 TB SAN (Storage Area Network) Storage (EMC
CX4/CX);

Grid Agent nodes: Dell PowerEdge Server 2850 with
dual CPU, 2 GB RAM, and dual NCI, or Dell Power-
Edge SC430 with single CPU, 2 GB RAM, and dual
NCIL

2
3)
“4)

(&)

Figure 5 shows the major components of i-EHR servers
and agent nodes integrating the four hospitals’ PACS/RIS in
Zhabei district of Shanghai city for pilot testing. Most com-
ponents in Fig. 5 are described in Sect. 3; the Image Backup
server is first introduced here. The Image Backup server is
used to backup image studies from lower-level hospitals that
do not have PACS but require image sharing service with
higher-level hospitals via i-EHRs. The Image Backup server
is one Grid Agent node attached with 5 TB SAN storage, and
the stored image data in the backup server was transferred
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from other remote Grid Agent nodes through the Grid-FTP
service.

Implementation of work flows of imaging document
sharing and collaborative diagnosis

Figure 6 shows the work and data flows of the pilot test-
ing for sharing and collaborative diagnosis. The work flow
of shared imaging documents such as DICOM images and
reports to XDS Repository and Registry or i-EHR Server is
straightforward, as described in Sect. 4.1:

(1) The images can be sent from PACS servers or work-
stations through DICOM C-Store, and the manifests of
DICOM image instances, Document Entry Metadata,
and Submission Metadata are created by Grid Agent.
They are then submitted to XDS Repository through
XDS-1.b Provide & Register Document Set-b [IHE
RAD-68] protocol [3] as indicated by symbol @ and
@ in Fig. 6. The submission procedure for reports has
the same steps, but the manifests are replaced by CDA
(Release 2)-based reports.

For the Query step, the PACS WS first queries the XDS
Registry through Grid Agent via XDS.b Stored Query
[IHE ITI-18] protocol [3] in Fig. 6 and retrieves the
reports or manifests from the XDS Repository as indi-
cated by symbols @' and @'.

If a Grid Agent receives a manifest from Repository,
it decodes the manifest and uses the UIDs of series
from manifest to retrieve images from a remote Grid
Agent through WADO or http-based JPEG2000 inter-
active protocol (JPIP) as indicated by the symbol @'.

@)

3)
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Image Backup
Server

Grid Agent

Fig. 5 Diagram of major components of i-EHR servers and Grid Agent
nodes integrating four hospitals’ PACS/RISs in the Zhabei district of
Shanghai city for pilot testing. There is one level 2 hospital and three

We also integrated XACML (eXtensible Access Control
Markup Language) into imaging document submitting, reg-
istering, querying, and retrieval to enable the access control
for a specific user accessing the specific documents.

The work flow of collaborative diagnoses is implemented
as following:

(1) A junior radiologist in a community hospital (level 1)
first reads the images on PACS WS, creates the pre-
liminary report, and stores it into the local RIS.
Meanwhile, he completes an electronic Request Form
integrated with RIS reporting GUI (graphical user inter-
face) with patient ID, UIDs of the report and stud-
ies, and ID and name of a senior radiologist working
in a remote level 2 or level 3 hospital as indicated in
Fig. 7a.

The CDA-based Request Form was created and submit-
ted to the XDS Repository through Grid Agent; at the
same time, the related DICOM images and preliminary
report are sent to the local Grid Agent and then to the
remote Grid Agent. The data flow of this requesting
procedure is indicated by the symbols @, @, and @ in
Fig. 6. The notification of requesting final reporting to
the senior radiologist is transmitted through the Grid
instant messaging channel.

The senior radiologist receives the message and checks
the Inbox of his account in the i-EHR system. From the

2

3)
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XDS Registry/Repository

Grid

Grid Agent

I-EHR Servers in Zhabei Health
Information Center

Wide Area Network
(Virtual Private Network)
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Manager

\

Grid Agent

|

RIS

level 1 hospitals participating in the pilot testing. Solid lines indicate
the communications with image data and XDS-1/Grid MSGs, and dash
line indicates the communication only with XDS-I/Grid MSGs

Inbox work list, he finds the Request Form, selects the
preliminary report and study from the queried list of
XDS Registry and Repository, and retrieves the study
using either http-based JPEG 2000 progressive dis-
play features or the DICOM C-Move/C-Store services
through the attached Grid Agent, which moves the
image data from remote sites. Data flows of this pro-
cedure are as indicated by the symbols @', @', and @
in Fig. 6.

After reading the study and preliminary report, he/she
signs the final report and sends it to the Grid Agent,
which converts it to a CDA-based report and sends it
back to the original requesting site, indicated by the
symbol @',

The junior radiologist receives a notification message
concerning the available final report and downloads it
to the local RIS to read and print.

“

)

Figure 7a is the GUI of a junior radiologist in a community
hospital used to select a senior radiologist for final reporting
from a level 2 or level 3 hospital. Figure 7b is the GUI of
the Inbox study list for final reporting by a senior radiologist
PACS workstation. There are different colors in the Inbox
study list indicating the image transferring status: blue and
green indicate the studies are ready to be retrieved, yellow
means the studies are transferring, and red indicates that the
transferred studies failed.
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Servers of XDS-1/Grid/PIX
- 11
° | ﬂ |
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xassig:d " Imageswith . XDS/Grid
ST Preliminary Report . MSGs
)
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Grid Agent b i i L Grid Agent
 (® WADONPIPIC-Move/C-Store
l@' @ Final Report
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~ PACSIRIS . _
PACS/RIS

{Level one hospitals)
(Level two or level three hospitals)

Fig. 6 Diagram of the work flow and data flow of the image-enabled EHR system for imaging document sharing and collaborative diagnosis
among small hospitals (level 1) and large hospitals (level 2 or 3). Solid lines show data flow, and dash lines show work flow

(a) Requesting Form with Selected (b) Inbox List for Final Reporting in Senior
Hospital and Expert Radiologist PACS WS

BETA  TARSAE. TERENNS- EHSEAT. DESRSRET. ARSHSRRSETN. 18
L1 WAZZATEE. (8- GARLETRITAN. TAREATEY: TARAANS, BRAR.

BNLN AN RANMERE. LORHL-
CITTI TRy waen

] waam, wer [T

- T

Q=T

Preliminary Report with Study List

Fig. 7 aThe GUI of a junior radiologist at a community hospital showing a Requesting Form with selected level 2 hospital and a senior radiologist
for final reporting. b The GUI of worklist in the Inbox of a senior radiologist showing the available requested jobs for final reporting

The piloting testing began October 2009, and senior radi- ~ Performance evaluation of the image transmission for
ologists at higher-level hospital received approximately 50  sharing and collaborative diagnosis
transferred messages and examinations daily from three com-
munity hospitals for collaborative diagnosis. The feedback  In order to provide faster image responding for image

from both users of community hospitals and North City hos-  retrieval, we developed a JPIP-based progressive display
pital was very positive, reporting that it was easy to use and  technique combined with http protocol and used this tech-
did not interfere with their normal daily operations. nique in PACS WS to retrieve images. Table 1 gives the
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Table 1 Testing results of JPIP-based progressive transmission and display on different kinds of images in i-EHR system from a remote Grid

Agent to a PACS WS

Modality ~ Original size/ Size of Band width of Time of first frame  Time of full size Time of complete

types lossless compressed images x number network arriving display image arriving image (or data set)
size in KB (number of images (KB/seconds) (Seconds) (Seconds) arriving (Seconds)
of Images)

CT 515/171 (16) I71KB x 16 250 <1 <l 8

CT 515/171 (21) 171KB x 21 250 <1 <1 10

CT 515/171 (21) I171KB x 21 250 <1 <1 11

MR 143/51 (15) 51KB x 15 250 <1 <1 34

MR 142/50 (13) 50KB x 13 250 <1 <l 3

MR 143/51 (15) 51KB x 15 250 <1 <1 34

CR 7358/2297 (1) 2297KB x 1 250 <1 1-2

CR 7358/2297 (1) 2297KB x 1 250 <1 2

testing results of progressive transmission and display for dif-
ferent image types in a low-bandwidth network environment
(250 KB/sec). We selected two series from each type of
modality study to evaluate their image transferring perfor-
mance from a remote Grid Agent to PACS WS. First, we
measured the time of first low-resolution frame arriving to
the display WS after a user initiates a retrieval request to a
remote Grid Agent for a JPEG2000 image compressed with
multiple resolution frames, as indicated by the right third
column in Table 1; this provides the feature of time respond-
ing of image retrieval in i-EHR. Second, we measured the
time of full viewing size image arriving to the display WS
after a user initiates the retrieval request to a remote Grid
Agent, as indicated by the right second column in Table 1;
this would report the length of time before a user could start
to view an image. Third, we measured the total time required
to download a whole series of images to PACS WS after a
user initiating the retrieval request to a remote Grid Agent,
as indicated by right first column in Table 1.

From Table 1, we see that the performance of image
transmission and display is quite good with the JPIP tech-
nique integrated in the i-EHR system, since the time of first
frame (the lowest frame of multiple resolution frames in one
JPEG2000 compressed image) and full size of image trans-
mitted from a remote Grid Agent to a PACS WS are very
short, about 1-2 s in the low-bandwidth network environ-
ment (250 KB/s). The time required to download a whole
series of JPEG 2000 lossless compressed images to PACS
WS was 3-10 s but would be 3-5 times longer if they were
not compressed, as the sizes of original images were 3 times
larger.

Discussion

There are many countries and regional districts with long-
term goals to build EHRs, and there are different ways to
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build EHRs based on different healthcare service models
and technical approaches. One of key challenges in build-
ing EHRs is identifying a cost-effective way to securely
share and exchange patient records among different hospitals
and healthcare providers to meet various healthcare require-
ments. In this section, we discuss and compare some tech-
nical approaches for the implementation of image-enabled
EHRs.

The NHS National Programme for IT (NPfIT) is an ini-
tiative by the Department of Health in England to move the
National Health Service (NHS) in England towards a single,
centrally mandated electronic care record for patients and to
connect 30,000 general practitioners to 300 hospitals. This
system aims at providing secure and audited access to these
records by authorized health professionals [18]. The NPfIT
consists of 5 geographic clusters: North East, North West,
Eastern, London, and Southern, built by five capital care alli-
ances [4]. It seems that the image sharing between PACSs in
most of these clusters are transmitted through central archiv-
ing systems and use the application service provider (ASP)
model [19] to implement the sharing mechanism. The PACSs
installed in England’s NHS are largely successful in individ-
ual hospitals; however, communication between systems in
different hospitals is poor, according to a new position paper
from the Royal College of Radiologists [20]. Another seri-
ous problem in NPfIT, according to the RCR’s paper [20],
is its “failure to realise the importance of document sharing
that integrates radiology reports and images and the lack of
a clear, long term strategy for integrating radiology reports
and images into the electronic patient record”.

One drawback of this kind of central approach is that the
costs of image sharing and exchanging between hospitals in a
large city such as Shanghai with 20 million residents and 500
hospitals would be much higher compared to the distributed
architecture such as XDS-I described in the paper. This is
because the former (1) needs an extra large central archiving
system to exchange the image data between hospital PACSs,



Int J CARS

(2) requires higher-network bandwidth in central archiving
system to receive image data from multiple hospital PACSs
and to transfer data from the central system to the desti-
nation PACSs, if the desired communication performance is
required, (3) usually lacks capability of image work flow and
data flow control and report sharing, and (4) faces difficulty to
implement higher efficient collaborative diagnosis between
hospitals. This paper outlines a set of guidelines complied
to international standards to overcome the problem of auto-
mated image and report sharing. These guidelines include
the adoption of the IHE XDS and XDS-I profiles for sharing
images and other clinical information [20].

Canada Health Infoway (Infoway) aimed at building Diag-
nostic Imaging Repository (DI-r) in the majority of Canada’s
provinces in order to allow hospitals in one regional health
authority to share a digital Picture Archiving and Communi-
cation System (PACS), which enables patients to have radio-
logical imaging scan performed at one hospital with the
results accessible to physicians at other hospitals and online
[21]. Up to now, the DI-r projects in most provinces are very
successful, and there are many benefits being achieved from
these projects [22]. Infoway also adopted IHE XDS-I profile
as a pan-Canadian standard to guide the development of DI-r
or to provide federation among the DI-rs in large cities or
provinces [21]. However, there are still some uncertainties in
implementing pan-Canadian standard in some DI-r projects,
such as how to use existing Radiology Technical Framework
Profiles (e.g. IHE Schedule Work Flow and IHE XDS-I) in
regional Diagnostic Imaging Repository (DI-r) to allow com-
munication with local PACS and how such a system should
actually support them [23].

In this paper, we described one approach to implementing
the IHE XDS-I profile for a regional image sharing and col-
laborative imaging diagnosis. We developed i-EHR with Grid
Agent nodes to implement the most services of IHE XDS-I
Imaging Document Source and Consumer Actors and used
the grid concept to federate the Grid Agents. The Grid Agent
nodes and server components of i-EHR function as middle-
ware between the local PACS/RIS and remote PACS/RIS
systems, and they provide a single point of image/report
communication services to local user systems. Additionally,
there are some specific designed services, such as event-driv-
ing auto-routing in i-EHRs, to enable collaborative imaging
diagnostic service between higher-level hospitals and lower-
level hospitals. Compared to the image sharing architectures
implemented in NPfIT and Infoway DI-r projects, our solu-
tion has some advantages:

(1) We do not use central archiving or Repository to
achieve the image data communication between hospi-
tal PACSs, because central approach requires two times
the bandwidth usage to upload and download images in
central archiving server and requires extra large storage
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(central Repository) to exchange image data between
hospitals.

The Grid Agent node has most DICOM communica-
tion services and XDS-I Imaging Document Source/
Consumer Actors transaction services and can directly
interface with imaging modalities. Thus, i-EHRs can
provide software as a service (SAAS) to some small
hospitals or clinics, which have imaging modalities
but do not have PACS, and enable them to share and
exchange image data with other hospital PACSs to pro-
vide qualified imaging diagnostic service to patients.
This feature of i-EHRs can save costs of image man-
agement in some smaller hospitals. It also provides data
and work flow control and management to exchange and
share images and reports together between hospitals for
collaborative imaging diagnosis and makes the collab-
oration more efficient and cost-effective.

The approach presented in this paper uses a peer-to-peer
mode to share and exchange image data between the
hospital PACSs and uses SOA architecture and grid con-
cept (providing single point of services to local systems
so it is easy to integrate with different vendor’s PACS
and easily deployed to different hospitals) to implement
the i-EHR. The designed i-EHRs can scale efficiently
and effectively to serve a regional implementation.

)

3)

Our i-EHR project in Shanghai is still ongoing, and we are
working to deploy the system to include all hospitals in
Zhabei district. We are also planning to establish an imaging
document sharing mechanism between different healthcare
organizations and hospital groups or called cross-community
access (XCA); the proposed IHE XCA-I integration profile
[24] is considered a technical guidance. The challenge is to
make sharing systems in every related community or domain
that are XDS-I compliant [24].

Conclusions

In this paper, we presented a design method and imple-
mentation solution of image-enabled EHRs (i-EHRs) fully
aligned with the IHE XDS-I integration profile and com-
bined with the grid concept. The first phase of our project
was to build the major components of an i-EHR system and
to test functionality of these components and work flows of
image sharing and collaborative diagnosis in four hospitals.
We built a pilot testing environment in the Zhabei district of
Shanghai city across multiple hospitals through VPN con-
nection with bandwidth around 2 Mbits/s. We installed the
Server of i-EHR in Healthcare Information Center of Zhabei
district and deployed the Grid Agent in four hospitals. With
the i-EHR system, the seamless sharing of images and reports
across multiple hospitals was achieved, and the i-EHR system
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can provide automatic image delivery for collaborative imag-
ing diagnosis across multiple hospitals based on work flow
requirements.

Feedback from users at both the community hospitals
and large hospital is very positive. The JPEG2000-based
stream data transferring and progressive display technolo-
gies overcome limited bandwidth problem and achieve quick
response on image retrieval and display. From this project we
learned that the IHE XDS-I integration profile provides good
architecture for regional imaging document sharing across
multiple healthcare providers, but there are challenges to
its implementation. We developed a Grid Agent component
to solve interfacing problems between local PACS/RIS and
regional image sharing system and developed some specific
services to provide collaborative imaging diagnostic services
between lower- and higher-level hospitals. This project dem-
onstrates that our image-enabled EHR solution based on SOA
with a grid concept can scale effectively for regional imple-
mentation.
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Abstract

Purpose Molecular imaging is the visualization and iden-
tification of specific molecules in anatomy for insight into
metabolic pathways, tissue consistency, and tracing of sol-
ute transport mechanisms. This paper presents the Molec-
ular Imaging Data Grid (MIDG) which utilizes emerging
grid technologies in preclinical molecular imaging to facil-
itate data sharing and discovery between preclinical molec-
ular imaging facilities and their collaborating investigator
institutions to expedite translational sciences research. Grid-
enabled archiving, management, and distribution of ani-
mal-model imaging datasets help preclinical investigators to
monitor, access and share their imaging data remotely, and
promote preclinical imaging facilities to share published
imaging datasets as resources for new investigators.
Methods The system architecture of the Molecular Imaging
Data Grid is described in a four layer diagram. A data model
for preclinical molecular imaging datasets is also presented
based on imaging modalities currently used in a molecu-
lar imaging center. The MIDG system components and con-
nectivity are presented. And finally, the workflow steps for
grid-based archiving, management, and retrieval of preclin-
cial molecular imaging data are described.

Results Initial performance tests of the Molecular Imaging
Data Grid system have been conducted at the USC IPILab
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using dedicated VMware servers. System connectivity, eval-
uated datasets, and preliminary results are presented. The
results show the system’s feasibility, limitations, direction of
future research.

Conclusions Translational and interdisciplinary research in
medicine is increasingly interested in cellular and molecular
biology activity at the preclinical levels, utilizing molecular
imaging methods on animal models. The task of integrated
archiving, management, and distribution of these preclinical
molecular imaging datasets at preclinical molecular imaging
facilities is challenging due to disparate imaging systems and
multiple off-site investigators. A Molecular Imaging Data
Grid design, implementation, and initial evaluation is pre-
sented to demonstrate the secure and novel data grid solu-
tion for sharing preclinical molecular imaging data across
the wide-area-network (WAN).

Keywords Molecular imaging - Animal model - Imaging
informatics - Data Grid

Abbreviations
API Application Programming Interface
AVI Audio Video Interleave
BIRN Biomedical Informatics Research Network
DICOM Digital Imaging and Communications
in Medicine
FTP File Transfer Protocol
GAP Grid-Access-Point
GridFTP  Grid File Transfer Protocol (Globus Toolkit)
HTTP Hypertext Transfer Protocol
IHE Integrating the Healthcare Enterprise
IPILab Image Processing and Informatics Laboratory,
University of Southern California
JPEG Joint Photographic Experts Group
LAN Local-Area-Network
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MicroCAT Micro Computed Axial Tomography

MicroPET  Micro Positron Emission Tomography

MIDG Molecular Imaging Data Grid

MIMI Multi-modality Multi-resource Information
Integration

PACS Picture Archiving and Communication
System

PDF Portable Document Format

PET-CT Co-registered PET and CT

PNG Portable Network Graphics

RLS Replica Location Service (Globus Toolkit)

SSL Secure Sockets Layer

TIFF Tagged Image File Format

UCLA University of California—Los Angeles

[N Ultrasound

USC University of Southern California

WAN Wide-Area-Network

Introduction

Molecular imaging studies using animal-model subjects are
necessary steps in biological medical research and new ther-
apy discoveries that are focused on cellular and molecu-
lar pathways. Researchers from multi-disciplinary labs and
institutions utilize imaging modalities and software resources
provided by preclinical molecular imaging facilities to plan,
acquire, post-process, visualize, and analyze their experi-
mental animal-model studies [1]. However, the data from
these preclinical imaging studies are currently isolated to
investigator folders on primitive storage solutions, lack-
ing distributive data infrastructure with metadata-enriched
archiving, study-centric management, and multi- institu-
tional access [2]. The research in this paper addresses the
application, design, and an implementation of emerging grid
technologies to tackle these informatics challenges. The
objectives are to enable preclinical molecular imaging facil-
ities to share their imaging datasets as resources for new
investigations and to equip preclinical investigators with
infrastructure to remotely monitor, share, and access animal-
model imaging data.

Molecular imaging

Molecular imaging is the visualization, localization, and
characterization of biological processes at the cellular and
molecular levels within intact living organisms. The multi-
ple image-capture techniques in molecular imaging reflect
pharmacokinetic pathways and in vivo mechanisms of dis-
ease within context of physiologically authentic environ-
ments [3]. Investigators of inter-disciplinary sciences, such
as pharmaceuticals, cancer research, proteomic studies, and
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image engineering, are increasingly dependant on molec-
ular imaging to test their hypothesis before moving on in
their translational research. With promising clinical benefits
in personalized medicine, molecular imaging techniques are
increasingly being utilized in animal-model trials and medi-
cal research experimentation [4].

The imaging modalities in preclinical molecular imaging
are similar in design to clinical radiology modalities, but have
smaller gantries and higher spatial resolution for small animal
imaging. Figure 1 shows photographs of six common small
animal imaging modalities available in preclinical molecu-
lar imaging today. Figure 2 shows a sample dataset from a
co-registered PET/CT imaging study of a nude mouse with a
prostate cancer tumor, courtesy of the USC Molecular Imag-
ing Center [5].

Preclinical molecular imaging informatics

Preclinical molecular imaging provides valuable insight into,
otherwise unseen, molecular pathways and disease progres-
sion in animal-model anatomy through in vivo image acqui-
sition, visualization, quantification, and analysis [1,3]. Due
to high capital and operational costs, these preclinical imag-
ing modalities, computing resources, and trained imaging
staff are typically convened into dedicated preclinical imag-
ing facilities. As of 2008, there were an estimated 150 pre-
clinical molecular imaging facilities in the United States, of
which a majority are located in medical schools to serve both
on-campus and local investigators [6].

The investigative imaging workflow at these facilities,
overviewed in Fig. 3, go from study planning and scheduling,
to preparing animals for scans, to post-processing acquisition
data, to visualization and analysis on dedicated workstations,
and, if no further scans are required, to archive and distribute
the resulting datasets. Investigators travel to preclinical imag-
ing facilities, even after image acquisitions are completed, to
massage, analyze, and collect their data. Because molecu-
lar imaging systems and data formats are still changing, the
data archives for preclinical molecular imaging facilities are
primitively tied to the imaging modalities, staff, and com-
putational software [7]. The current challenges in molecular
imaging informatics are to organize and distribute these data
archives to multiple investigator sites in a secured data infra-
structure so that investigators can to readily access and con-
tribute new data from their own labs [8]. This paper presents
an informatics data grid method to meet these challenges.

The informatics systems of preclinical molecular imaging
can be categorized into two fronts—image post-processing
and data management. Although efforts have been devoted
to the automation of computational workflows, data archiv-
ing, and data dissemination in preclinical imaging facilities
have been comparatively primitive due to informatics chal-
lenges caused by non-standardized data formats, complex
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Fig. 1 a MicroPET, b MicroCT, ¢ MicroMRI, d MicroUS, e Optical Imaging, f Autoradiography. Courtesy of Molecular Imaging Center, USC
for Fig. 1a, b, d—f, and Molecular Imaging Program at Stanford, Stanford University for Fig. 1c

Fig. 2 Sagittal CT, PET, and
PET/CT Fusion Image of a

Mouse [left to right]. Courtesy
of Molecular Imaging Center,

[IN®
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experimental metadata, and antiquated storage infrastructure
[9-11].

A Molecular Imaging Data Grid (MIDG)

A Molecular Imaging Data Grid (MIDG) has been devel-
oped in the IPILab and is being deployed at the USC Molec-
ular Imaging Center, which needs a better way to document,
search, and distribute its experimental image data for its
growing number of investigators. Previous methods of docu-
menting studies and imaging parameters were on log-books
written by technicians. Previous methods of saving image
data were on stacks of DVD’s and external hard-drives. And,
previous methods of data distribution were using DVD’s
and portable flash drives, or sent via email. As the quantity
and complexity of experimental datasets increase, the USC
Molecular Imaging Center was lacking an integrated infor-
matics infrastructure to expedite their multimodality imaging
dataflow.

The objective of the MIDG is to provide a study-centric
archive infrastructure for preclinical molecular imaging com-
munities with a web-based user interface for uploading, mon-
itoring, searching, and downloading preclinical molecular
imaging datasets. The novelty of using data grid technol-
ogy is in its ability to deliver large imaging datasets securely
and efficiently across the wide-area-network (WAN) [12].
Designing a metadata database and user interface for pre-
clinical molecular imaging workflows, and integrating them
with a data grid infrastructure creates a unique data sharing
platform for preclinical molecular imaging research com-
munities. Figure 4 demonstrates how the Molecular Imaging

System Overview:
Molecular Imaging Data Grid

Wide-Area-Network (WAN)
Study-Centric Metadata Database
Reliable File Transfer
File Format Standardization
Redundant Data Archiving
Web-based User and Management Interface

uscC
Molecular Imaging Center
- multimodality imaging facility -

_'_'_'_'_,_,__._-——D

Upload

T e
g CEED

Post-
Processing

MicroCT

MicroPET

Grid-Access-Point
(GAP) Server

- Shared Grid Resources:

Grid-based Messaging

Data Grid improves image data sharing among interdisciplin-
ary preclinical molecular imaging research communities.

Methodology

Building on the existing models of preclinical molecular
imaging facilities and the experience of the IPILab in data
grid systems for enterprise Radiology, a Molecular Imag-
ing Data Grid for preclinical molecular imaging datasets
was designed for preclinical molecular imaging communi-
ties. This system is undergoing preliminary evaluation at the
USC campus involving the USC Molecular Imaging Center
and the IPILab. The primary steps in design were to define
a preclinical molecular imaging data model with a study-
centric database and build components of the data grid archi-
tecture around that data model.

Preclinical molecular imaging data model

A data model for preclinical molecular imaging identifies
data formats and relational structure of the data. The preclin-
ical molecular imaging data model presented here is arranged
in a study, session, group, scan, and file hierarchy. The file
formats in preclinical molecular imaging vary by individ-
ual facility’s modalities, software, and storage policy, but all
files fall within the acquisition, post-processing, and distrib-
uted files categories. Figure 5 shows this data model with
sample files based on modalities, software, and workflow at
the USC Molecular Imaging Center. This preclinical imag-
ing data model is reflected in the metadata database for the
Molecular Imaging Data Grid.

Collaborating
Investigator Sites

Log into Data Grid Web GUI
Monitor Imaging Study Status
Retrieve Final Images & Reports
Share Completed Studies
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Database Server Informatics Research Lab
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Fig. 4 Implementation scenario of the multi-institution Molecular Imaging Data Grid
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Fig. 5 Molecular Imaging Data Model for Storing Files in the Data Grid Archive

In its current design, the Molecular Imaging Data Grid is
customized to support file types provided by the USC Molec-
ular Imaging Center. It converts all 2-dimensional viewable
image formats (JPEG, TIFF, PNG, PDF) to the DICOM
format so that final distributed files are standardized and
prepared for interaction with external DICOM-compliant
systems. File formats that can not be converted to DICOM,
such as raw acquisition files and proprietary files, are also
registered into the Molecular Imaging Data Grid, but are not
physically copied into the remote storage archives of the grid.
Non-DICOM files are kept at the originating facility’s stor-
age where they are most frequently accessed and are sourced
directly to remote sites when queried upon.

Molecular Imaging Data Grid software architecture

The system architecture for a Molecular Imaging Data Grid
is organized into 4 layers—application, user-level middle-
ware, core middleware, and fabric. Certain components of
this architecture are adaptations to previous Medical Imag-
ing Data Grid work done at the USC IPILab [13,14].
It too utilizes the secure grid infrastructure provided by
the Globus Toolkit 4.0, an open source software pack-
age with file management services and secure file deliv-
ery protocols [15]. Figure 6a below shows the architec-
ture of the Molecular Imaging Data Grid and is con-
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trasted with Fig. 6b to demonstrate design similarities
and differences of this new data grid for archival and
distribution of preclinical molecular imaging images. In
Fig. 6a, the blocks in orange identify the new software
components of the Molecular Imaging Data Grid, and the
Grid-Access-Point (GAP) services at the user-level middle-
ware are highlighted in green.

The core middleware layer of the Molecular Imaging Data
Grid also utilize the Globus Toolkit packages, but a Resources
and Events Monitoring service has been implemented to
monitor and audit data exchange among preclinical inves-
tigators and imaging facility staff. The picture archiving and
communication system (PACS) simulator in Fig. 6b has been
removed because preclinical imaging workflows do not uti-
lize PACS at this time.

The new components of the Molecular Imaging Data Grid
architecture shown in Fig. 6a are now presented in more detail
in the following sections.

Application layer

With non-standardized data formats and communications
protocols in preclinical molecular imaging informatics, the
application layer was implemented with web-based user
interfaces for archiving, monitoring, retrieving, and man-
aging experimental imaging datasets within the Molecular

@ Springer
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Imaging Data Grid. Unlike the DICOM-compliant data grid
for radiology where external DICOM-compliant systems
store, query, and retrieve imaging studies with limited user
accountability, the web-based user-level interfaces enable
user-level control such that study registration, data upload,
study sharing, and dataset retrieval are restricted to autho-
rized users only over the secure HTTP protocols between
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user workstations and local GAP servers. Only authorized
grid managers also have an interface to monitor user activity
and configure the local GAP services (Fig. 7).

The primary features of the application interfaces are
uploading of preclinical molecular imaging data files, review-
ing and sharing of uploaded studies, searching for publicly
shared studies based on filtered experimental parameters,
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Fig. 7 Screenshots of the Upload (/eft) and Download (right) pages from the Molecular Imaging Data Grid’s web-based user interface

and retrieval of imaging datasets from the data grid’s
storage archives. The workflow of uploading and download-
ing studies from the Molecular Imaging Data Grid is shown
in Fig. 8.

User-level middleware layer

There are two major components in this layer: the Grid-
Access-Point server (GAP) and the Data Persistence Man-
ager.

GAP. Grid-Access-Point servers (GAP, see Fig. 6a in
green) are placed behind network firewalls at each partici-
pating grid site so only grid messaging and grid file trans-
fer ports are allowed to pass into the Internet. When GAP
servers receive new molecular imaging study data and files
from the web-based user interfaces, metadata attached with
incoming files are updated to the metadata database by the
Metadata Catalog Service, and then physically distributed to
one or more of the external grid storage archives over the
WAN using core middleware services. To retrieve imaging
files from the grid, the Data Retrieve Service processes user
selected requests from the web-based interfaces and initi-
ates a secure GridFTP transfer to pull data files stored in the
grid archives back into its local cache so users can down-
load them locally from the Grid-Access-Point server. Both
of these GAP services are written in Java.

Collision Management. To handle user traffic at the
GAP services, there is a queuing mechanism at each Grid-
Access-Point for uploading and downloading requests from
users so that only one request is handled at a time. Further-
more, data files are not made available for download until
upload has been completed and confirmed. If users from two
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institutions are requesting to download the same image file,
there is not a conflict because each Grid-Access-Point server
handles its own user requests. However, if one user is attempt-
ing to download a file while an administrative user at another
institution is trying to delete that file, the delete request will
not be queued because verification is done to make sure that
file is not already listed on the download queue.

Data Persistence Manager. Data files are archived redun-
dantly in a Molecular Imaging Grid at multi-site storage
device destinations based on configurations in each Metadata
Catalog Service, to allow reliable access to shared data. This
data redundancy is maintained by Data Persistence Manag-
ers installed at each storage archive, initiating transmission
of local data files to remote storage archives as a third-party
manager using GridFTP. The Data Persistence Manager mon-
itors the availability of a remote storage archive during off-
peak hours and tries to re-populate missing data files. Upon
successful transmission, databases are updated to reflect the
added file copy. This method creates an automated disaster
recovery mechanism for all data files archived in the Molec-
ular Imaging Data Grid.

Core middleware layer

The core middleware layer provides critical communications
and data management services for the user-level middleware
layer, and relies heavily on the Globus Toolkit API packages,
particularly the components shown in gray in Fig. 6a. The
Globus Toolkit provides secure file management and deliv-
ery across the multi-site infrastructure via its Replica Loca-
tion Service (RLS), certificate authentication protocols, and
GridFTP file delivery services [17]. These software services
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Fig. 8 Application Layer

Archive

Query/Retrieve

Workflows for Archiving and
Query/Retrieving in the
Molecular Imaging Data Grid’s

1) Facility Administrators Register a new
Study into the User Interface.

1) An Investigator Logs Into Their local
GAP’sUser Interface, and Queries the

Web-based User Interface

A 4

2) Temporary Study Folder is
Created in the Shared Upload
Directory on the GAP Server.

Archive by Study Metadata.
(e.g. disease type)

A 4

2) Investigator selects on a Study to
Download, adding the Download Request
to the Download Queue.

3) At the End of each Imaging Session,
New Imaging Files are Manually Copied
from Modality Workstations to the Created
Study Directory on the GAP server.

3) Data Retrieval Service will
Process Download Requests on a

A 4

First-In Basis. Retrieved Study Files
are Zipped and made Available as

4) Preclinical Imaging Staff log into the
Web-based User Interface, Fill Out
Relevant Study Metadata, and Select
Imaging Files. Clicking “Submit”will Add
the Upload Request to the Upload Queue.

an FTP Link on the Web-based
User Interface Page.

A 4

A 4

can be implemented redundantly at multiple remote servers
to provide continuously available operations and resources.

The resources and events monitoring software in the
Molecular Imaging Data Grid is used to monitor grid hard-
ware resources and auditing of data handling events are
essential. This is necessary to maintain the integrity of
experimental research data, services, and investigators in the
Molecular Imaging Data Grid. A dedicated monitoring and
auditing server maintains its own database to audit the status
of all hardware resources, and major events from the users
and middleware services.

Fabric layer

The components making up the fabric layer in the grid archi-
tecture are the storage devices, databases, and network fire-
walls. In setting up a storage device for the molecular imag-
ing grid, the amount of storage space allocated by a site is
determined by all participating sites archiving data in the
same Molecular Imaging Data Grid, thereby requiring dis-
cussion and planning between parties. There are three main
databases in the imaging grid—the molecular imaging meta-
data database, the RLS databases, and the grid monitoring
and auditing database.

Based on experiences from previous data grid implemen-
tations, the metadata database and monitoring and auditing
database are kept separate from the core middleware ser-
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5) Metadata Catalog Service on
the local GAP server will process
Upload Requests on a First-In Basis,
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4) Investigator Clicks on Download Link to
Download the Study Zip File to Personal
Computer.

vices due to performance degradation issues [18]. Nonethe-
less, all three databases are critical resources to the grid’s
operations and are implemented on dedicated database serv-
ers with redundancy methods and secure socket layer (SSL)
communications support.

Molecular Imaging Data Grid connectivity and workflow

The network connectivity of the Molecular Imaging Data
Grid is shown in Fig. 9 from the perspective of a molecular
imaging site. The aquamarine area encapsulates the molec-
ular imaging site’s devices and the gray cloud area encap-
sulates the components of the Molecular Imaging Data Grid
that are located outside in the wide-area-network (WAN). A
network firewall, shown in amber, is required at each molec-
ular imaging site to protect the local-area-network (LAN)
devices.

The workflow for data archiving, management, and distri-
bution of preclinical molecular imaging, presented earlier in
Fig. 1, changes with a grid-enabled Molecular Imaging Data
Grid infrastructure. This new workflow is shown in Fig. 10.
The colored arrows depict these three specific dataflows, and
the gray regions mark the Molecular Imaging Data Grid com-
ponents that have been integrated into the original preclinical
molecular imaging workflow.

In step 7 of Fig. 10, molecular imaging files and study
metadata are uploaded into local Grid-Access-Point servers
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Fig. 9 Components and
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Fig. 10 Overall workflow of
the USC Molecular Imaging
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management, and data retrieval
dataflow methods
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and transmitted securely into remote grid storage archiving
sites. Within the grid, data files are monitored and maintained
by the Data Persistence Manager in order to maintain con-
tinuous data availability through replication and long-term
storage. In step 9, investigators can query for animal-model
imaging data from multiple collaborative sites and download
datasets into their workstations through a single web-based
user interface of the Molecular Imaging Data Grid.

Results
Experimental set-up

Initial evaluation of the Molecular Imaging Data Grid has
been completed at the USC’s Molecular Imaging Center and
IPILab using VMware [19] environments. A Grid-Access-
Point server has been installed on a Dell Precision PC
located on the Molecular Imaging Center’s local-area-net-
work (LAN). The remaining hardware components of the
Molecular Imaging Data Grid are being run at the IPILab on
a dedicated Dell PowerEdge server with VMware Server 2.0.
Network connectivity speeds between the Molecular Imag-
ing Center and IPILab is 100 mbps data upload speed. The
objectives of the evaluation were to measure the robustness
in multiple file format support and to obtain quantitative esti-
mates of the duration each process takes.

Preclinical molecular imaging datasets for evaluation
of the MIDG

Sample preclinical molecular imaging datasets were
collected at the USC Molecular Imaging Center from six
preclinical imaging modalities—microCT, microPET, PET-
CT, optical imaging, ultrasound, and autoradiography (see
Fig. 1). Each modality has a unique combination of acquisi-
tion, post-processed, and final viewable files and formats.
These datasets listed in Table 1, identified by the USC
Molecular Imaging Center as necessary files for long-term
archiving and/or distribution to their investigators, were
selected for evaluation of the MIDG. In this evaluation, only

native DICOM (DCM) images and formats able to be con-
verted to DICOM were used (see red font in Table 1).

Preliminary results

Initial tests of the MIDG have been done by measuring the
time it takes to upload and download collected sample data-
sets in the Molecular Imaging Data Grid. The measured time
for uploading a study dataset starts when users click on the
“Submit” button in the web-based user interface, and ends
when all selected study files have been received and marked
as completed by the Metadata Catalog Service. This com-
pletion signifies that the uploaded study has been success-
fully processed and moved to its storage destination in the
MIDG and is available for download. The amount of time
it takes to copy imaging datasets from modality workstation
to the shared study folder on the GAP server was not mea-
sured because it does not differ from the existing archiving
methods.

The measured time for downloading a study dataset starts
when users click on the “Download” button in the web-based
user interface, and ends when an FTP link to the zipped study
file appears on the web-based user interface. Initial test results
for 1 study from each of the five modality types are shown
in Table 2.

From these initial performance tests, qualitative results
and quantitative performance times can be seen for all six
preclinical modality types. The qualitative results are based
on success of transmission of the sample datasets both to
and from the MIDG. Testing scenarios include simultaneous
uploading and downloading events to test for potential colli-
sion handling. Upon refinement of the MIDG system, all sam-
ple datasets used in the evaluation were able to be archived
and retrieved without failure or colliding traffic. The aver-
age length of time for retrieval was half the time it took
for archiving the same dataset. The modality types with few
DICOM files had a performance time under half a minute,
whereas larger scan datasets such as the 461 DICOM files in a
microCAT scan took upwards of 5min to archive and 2 min
to retrieve for download.

Table 1 Preclinical molecular imaging file formats collected for evaluation from USC Molecular Imaging Center

MicroCAT MicroPET Pet-CT Optical imaging Us Autoradiography
Acquisition CAT LST - TIFF - TIFF
CAT. HDR LST. HDR TXT ANA
Post-processing IMG MG DCM (PET) - - -
IMG. HDR IMG. HDR DCM (CT)
Distributed DCM DCM JPG PNG DCM TIFF
PDF XIF PDF TIFF PDF
XLS AVI
PDF PDF
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Table 2 Performance tests measuring the time it takes to archive and retrieve a study dataset from 6 different preclinical molecular imaging

modality types over a 100 mbps network

MicroCAT MicroPET PET-CT Optical imaging Us Autoradiography
# of Files in animal scan 461 63 3 4 3 2
Total size 130MB 2MB 206 KB 105KB 578 KB 8.9MB
Failures None None None None None None
Collisions None None None None None None
Archiving time (m:ss) 5:18 0:35 0:10 0:14 0:12 0:22
Retrieval time (m:ss) 1:56 0:14 0:05 0:04 0:06 0:07

Current status and future work

The current Molecular Imaging Data Grid system supports
all DICOM file formats; its performance is as shown in
Table 2. We are in the process of converting non-DICOM
file formats, such as proprietary raw acquisition files from
the microCAT modality, and AVI videos from the ultrasound
modality. Although DICOM compliance in the Molecular
Imaging Data Grid creates a standardized image output that
makes preclinical molecular imaging data more accessible to
external user software, the challenge to standardize all data
formats in preclinical molecular imaging is inevitably insur-
mountable. Thus, further work is being done to utilize inte-
gration profiles from the Integrated Healthcare Enterprise
(IHE) in clinical radiology informatics to support sharing
of imaging-related non-DICOM files across the WAN. The
user-level and core-level middleware of the Molecular Imag-
ing Data Grid architecture needs to be modified to incorporate
these large and diverse files.

Discussion
Comparing existing data grids in healthcare informatics

Over the past decade in healthcare, there have been a handful
of national and international efforts to realize grid-based sys-
tems in biomedical research involving imaging data, such as
Europe’s ActionGrid and United States’ Biomedical Infor-
matics Research Network (BIRN) [20,21]. The difference
between the MIDG and these existing methods is in its appli-
cation and project scope. The Molecular Imaging Data Grid
applies data grid technology to preclinical molecular imag-
ing facilities, a specific biomedical imaging research com-
munity that has not been addressed before. Furthermore, the
scope of MIDG is focused on small communities of pre-
clinical molecular imaging researchers, centered around a
few, if not one, preclinical molecular imaging facility and its
affiliated investigator institutions. The scope of the MIDG
is purposely kept small to enable comprehensive customiza-
tion for study metadata and supported file formats, and to
empower preclinical molecular imaging facilities to become
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imaging cores with accessible historical datasets. Nonethe-
less, acommon theme in these grid-based projects is the need
for data standardization, user interfaces, metadata databases,
grid-based data delivery, and extendable infrastructure for
multiple sites [22]. The Molecular Imaging Data Grid takes
these challenges into consideration and creates a unique pre-
clinical molecular imaging informatics infrastructure with a
workflow, data model, and user interfaces that can readily be
integrated into larger scoped initiatives such as BIRN in the
future.

Comparing current solutions in preclinical molecular
imaging informatics

Previous work at other preclinical molecular imaging facil-
ities has been done to facilitate preclinical molecular imag-
ing workflow by developing web-based data management
interfaces for staff and investigative users within their respec-
tive institutions. At UCLA’s Crump Institute for Molecular
Imaging, a web-based interface is implemented on campus
for investigators to schedule scan sessions in advance and
request their own datasets to be made available on univer-
sity-wide fileservers [9]. The physical data archive consists
of network file servers that organize datasets under individual
investigator folders. At Case Western Reserve University, a
web-based Multi-modality Multi-resource Information Inte-
gration (MIMI) system has been developed to integrate staff,
investigator, and data workflows. Its functionality ranges
from scheduling, to data cataloging, to billing. The MIMI
system also has a database for documenting user, equipment,
project, and billing information. However, they too tackle
archiving and retrieval using share fileservers and investiga-
tive folders [6]. Retrieval of data files from these previous
informatics solutions remains institutionalized and inves-
tigator-centric. Thus off-campus access, contribution and
discovery of new or historic preclinical molecular imag-
ing datasets are very discouraged with current storage infra-
structure [8]. As the value of inter-institutional collaboration
and the volume of molecular imaging data generated in pre-
clinical trials increases, the need for multi-institutional data
sharing infrastructure and study-centric data management is
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becoming more relevant. The MIDG stands up for these chal-
lenges.

Conclusion

Data grid technology is an integrative informatics platform
has been used in many research arenas for organizing and
sharing large datasets among collaborating institutions. Pre-
clinical molecular imaging facilities can become imaging
cores within a multi-disciplinary research community, such
that medical investigators, basic sciences researcher, and
medical imaging engineers can discovery, contribute, and
manage preclinical molecular imaging data remotely. In this
paper, we presented the Molecular Imaging Data Grid to
demonstrate a novel method for archiving and disseminat-
ing preclinical molecular imaging data. A multi-modality
data model was defined, and the system architecture of the
Molecular Imaging Data Grid was presented. We are in
the process of deploying a three-site research test-bed within
the University of Southern California to evaluate the Molec-
ular Imaging Data Grid system based on data provided by
the USC Molecular Imaging Center. Initial evaluation has
been performed in VMware environment to measure quanti-
tative performance times for archiving and retrieving imag-
ing study datasets from the Molecular Imaging Data Grid.
By building upon features and services of grid technology,
and DICOM imaging standards and IHE workflow profiles,
the accessibility of disparate animal-model molecular imag-
ing datasets by users outside a molecular imaging facility’s
LAN can be improved. Productivity of research for transla-
tional sciences investigators are thereby improved through
streamlining experimental dataflow.
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Abstract

Purpose—This paper presents the concept of bridging the gap between diagnostic images and
image-assisted surgical treatment through the development of a one-stop multimedia electronic
patient record (ePR) system that manages and distributes the real-time multimodality imaging and
informatics data that assists the surgeon during all clinical phases of the operation from planning
Intra-Op to post-care follow-up. We present the concept of this multimedia ePR for surgery by first
focusing on Image-Assisted Minimally Invasive Spinal Surgery as a clinical application.

Methods—Three clinical Phases of Minimally Invasive Spinal Surgery workflow in Pre-Op, Intra-
Op, and Post Op are discussed. The ePR architecture was developed based on the three-phased
workflow, which includes the Pre-Op, Intra-Op, and Post-Op modules and four components
comprising of the input integration unit, fault-tolerant gateway server, fault-tolerant ePR server, and
the visualization and display. A prototype was built and deployed to a Minimally Invasive Spinal
Surgery clinical site with user training and support for daily use.

Summary—A step-by step approach was introduced to develop a multi-media ePR system for
Imaging-Assisted Minimally Invasive Spinal Surgery that includes images, clinical forms,
waveforms, and textual data for planning the surgery, two real-time imaging techniques (digital
fluoroscopic, DF) and endoscope video images (Endo), and more than half a dozen live vital signs
of the patient during surgery. Clinical implementation experiences and challenges were also
discussed.

Keywords

ePR; System Integration; Pre-; Intra-; and Post-Op Surgical Workflow; Minimally Invasive Spine
Surgery

1. Introduction

1.1 Bridging the Gap between Diagnostic Images and Surgical Treatment

This paper presents the concept of bridging the gap between diagnostic images and image-
assisted surgical treatment through the development of a one-stop multimedia electronic patient
record (ePR) system that manages and distributes the real-time multimodality imaging and
informatics data that assists the surgeon during all clinical phases of the operation from
planning Intra-Op to post-care follow-up. We present the concept of this multimedia ePR for
surgery by first focusing on Image-Assisted Minimally Invasive Spinal Surgery as a clinical
application. For this particular surgical procedure, in addition to images, clinical forms,
waveforms, and textual data for planning the surgery, two real-time imaging techniques (digital
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fluoroscopic, DF) and endoscope video images (Endo), and more than half a dozen live vital
signs of the patient during surgery are needed to assist and monitor the surgery. All these data
have to be acquired, displayed and archived in real-time as well.

1.2 Minimally Invasive Spinal Surgery

Back and neck pain is the price human beings pay for poor posture, prolonged sitting, lifting,
repeated bending, obesity, and injury from accidents. This ailment gives the United States with
a massive economic headache. Approximately 85% of inhabitants of the Western world are
afflicted with some degree of back or neck pain at some point in their lives [1]. About 25% of
our population has been incapacitated for two weeks or more due to back pain and an estimated
8 to 10 million people have a permanent disability from it [2,3,4,5]. The economic impact is
obvious. In most cases, simple treatments such as bed rest, exercise, physiotherapy, and pain
medication bring relief. Many sufferers are not so fortunate. I1f one or more of their vertebral
discs ruptures and presses on nerve roots, the pain radiating from the back or neck and down
the limbs can be incapacitating and severe. Until recently, the only treatment was surgical
removal of part of the ruptured disc, a major operation that required general anesthesia, the
dissection of muscle, removal of bone, manipulation of nerve roots, and, at times, bone fusion.
In an effort to overcome the disadvantages of traditional surgical techniques, the scientific
medical community began exploring the use of endoscopy (arthroscopy) for Minimally
Invasive Spinal Surgery surgical operation [6,7].

An endoscope provides clear visualization and magnification of deep structures in real-time.
With the advancement of scientific technology and miniaturization, including fiber optics,
video imaging technology, laser treatment and experience gained through minimally invasive
spinal surgery, there is a less traumatic discectomy procedure for some patients with disc
problems. In the recent years, development of image-assisted surgery has improved the
precision and reduced surgical tissue trauma. Figure 1 depicts the cervical, thoracic and lumbar
spines on MRI before (Pre-Op) and after (Post-Op) the endoscopic-guide spinal discectomy.
The lesion(s) at each spinal region is clearly cured after the surgery.

1.3 Rationale for a multimedia ePR System for Image-Assisted Minimally Invasive Spinal

Surgery

Minimally Invasive Spinal Surgery will be the method of choice for future spinal surgery to
treat cases of herniated lumbar discs, post fusion junctional disc herniation, neural
compression, osteophytes, spinal stenosis, vertebral compression fractures, spinal tumor,
synovial cysts and other types of spinal traumas. Despite the overall advantageous and benefits
of Minimally Invasive Spinal Surgery compared to conventional open spinal surgery, there are
challenges remained in Minimally Invasive Spinal Surgery including 1) Integration of Pre-,
Intra-, and Post-Op surgical data from scattered data acquisition systems; 2) Overcoming the
difficulty of real-time data collection during the surgery; and 3) Improving the efficiency of
surgical workflow. An integrated real-time multi-media ePR system is an ideal solution to
overcome these challenges. If successful, it will take Minimally Invasive Spinal Surgery to a
higher level of excellence by combining surgical expertise in minimally invasive spinal surgery
with the frontier advancements in imaging informatics.

1.4 The Goals of the ePR

The two goals of this research development are:

1. Todevelop atotally integrated multi-media ePR system for image-assisted minimally
invasive spinal surgery. All data collected for the patient from Pre-Op, Intra-Op and
Post-Op will be acquired, displayed, and archived during each clinical phase of the
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surgical workflow. Any data record of the patient in the ePR can be retrieved
instantaneously anytime and anywhere.

2. Todeploy the ePR at a clinical site for daily clinical use. Figure 2 depicts the ePR
prototype system running at the Minimally Invasive Spinal Surgery Operating Room
(OR) of a clinical site, with two large LCDs (liquid crystal display), one for the Pre-
Op consultation integrated display, and the second for the Live Intra-Op integrated
display.

2. Materials and Methods

2.1 General Minimally Invasive Spinal Surgery Workflow

The Minimally Invasive Spinal Surgery current high-level operation workflow includes pre-
surgical consultation, pre-operation preparation, intra-operation image and vital signs
acquisition and display, post-surgery documentation to patient recovery monitoring. The
workflow can be broken down into three phases [8,9]: 1) Before surgery; 2) During surgery
(including the preparation) 3) Post surgery. Each of the three clinical phases will be discussed
below.

1. Before surgery (Pre-Op): This phase is the workflow involved prior to the actual
surgical procedure. In the Pre-Op workflow, usually the patient presents with a
problem and is evaluated by the physician to determine whether Minimally Invasive
Spinal Surgery is needed and whether it would be helpful to the patient. If this case
is true, then a procedure is scheduled. At this stage the surgeon or surgeons in
combination with the physician assistant plan the surgical procedure using digital
diagnostic images such as CR, CT and MRI. In addition to the information obtained
from the medical studies, the patients also fill out a set of surveys that determine the
level of pain that they feel.

2. During surgery (Intra-Op): During the surgical procedure, the surgeon(s) operate on
the different disc(s) that need to be corrected. While operating, there is a significant
amount of data being acquired that help monitor the body response of the patient to
the procedure. This includes video and image data acquired with the endoscope. A
single vertebrae procedure usually lasts 30 minutes on average.

3. After surgery (Post-Op): During this Phase the patient recovers from surgery. The
patient is continuously monitored in the recovery area to assure all vitals signs are
stable. In addition, a set of tests are also performed to assess the outcome of the
surgical procedure which includes an additional set of forms that the patient fills out.

The recovery period after surgery lasts from 45 minutes to one hour. The patient is then
discharged. Therapy can begin the next day and the patient can go back to work within 2 to 3
days.

2.2 Data Model of ePR System

The data model of the ePR for Minimally Invasive Spinal Surgery has been designed to extend
the DICOM data model due to the similarities that exists for medical imaging data at CSI
utilizing DICOM. From the DICOM data model the ePR for Minimally Invasive Spinal Surgery
follows the relationship between the patient, the medical studies, series and images. The
modified data model utilized for the current ePR contains additional entities that describe the
data required for Minimally Invasive Spinal Surgery. These new elements that are added to
the data model include the surgical procedure type, waveforms, the key image, survey forms
for pain, and user information for access to the system. The data model is shown in Figure 3.
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2.3 The ePR Dataflow

The initial Data flow utilized by the ePR system was based on the concept of the workflow
presented in the General Minimally Invasive Spinal Surgery workflow and is shown in Figure
4 where each numeral represents a dataflow event.

There are three time phases, from the top down: the Pre-Op Image/Data module, the Intra-Op
module, and the Post-Op module. Each of these modules contains four components: input
module, input gateway, ePR server, and the visualization and display module.

2.3.1 Pre-Op Workflow—Following Figure 4,

1.

4.

Historical medical imaging studies in DICOM format are acquired from the PACS
(Picture Archiving and Communications System).

The Gateway, which is a component of the ePR system, receives the DICOM images
and processes them accordingly. The original image is kept in the ePR and a JPEG
version is utilized for display purposes via the web interface of the ePR. All DICOM
header information and metadata are extracted and recorded in the database.

Pre-Op authoring is performed by the surgeon(s) and the physician assistants. The
surgical procedure information is entered into the ePR. At this Phase the patient’s
survey pain forms are also entered into the system. The surgeon selects some key
images and authors annotations overlaid on the key images that will ultimately be
utilized during surgery. The authorized images/data are displayed in the OR utilizing
a 52-inch LCD display (see Figure 1).

Authorized images/data are archived in the ePR server.

2.3.2 Intra-Op Workflow
5, 6 BmelIfitegration Unit (1U) is connected to all clinical devices in the OR and

continuously gathers live data signals from them during the entire surgical procedure,
and display them in real-time on the second large 52-inch digital display (see Figure
1).

The Gateway Server receives the data from the 1U and stores the data values and
images in real-time at the database within the ePR system.

2.3.3 Post-Op Workflow

8

10

11

While the patient is in the recovery area, the system continues gathering some vital
signs that are transferred to the Gateway Server.

The Gateway Server receives the data and stores the data into the database of the ePR
system.

The surgeon uses the Post-Op authoring module to create a final report out of the data
gathered during the pre-, intra-, and Post-Op Phases.

The final report will be kept in digital format at the ePR Server as the patients’
permanent surgical record.

2.4 Minimally Invasive Spinal Surgery ePR System Architecture

Recalling Figure 4 which depicts the workflow and data flow model of the Minimally Invasive
Spinal Surgery ePR system represented by a 3 x 4 dimension matrix model. The three rows
are Pre-Op, Intra-Op, and Post-Op workflow process Phases; and the four columns are the
input data integration unit (1U), input gateway, ePR server, and Image/Data display. From the
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system architecture point of view, the ePR system should be designed for efficiency,
effectiveness, and reliability of system operations. The fault-tolerant requirement of each
component in the system is designed to support other existing components of the system for
easy system back-up and cost containment. The ePR System architecture is shown in Figure 5
below and will be discussed in detail in the following paragraphs.

2.5 Four Major Components in the Minimally Invasive Spinal Surgery ePR System

The four major components in the Minimally Invasive Spinal SurgeryePR System are: 1)
Integration Unit (IU); 2) Fault-tolerant Gateway server; 3) Fault-tolerant ePR Server, and 4)
Visualization and Display. Both the Input Gateway and the ePR Server include data storage
and archive, system database, system security, system fault-tolerance, continuous availability
and failover. The GUI and display module resides within the ePR Server. All data input systems
like medical imaging, surgical video, vital signs waveform recorders, and textual data recorder
generate Pre-Op, Intra-Op, and Post-Op data, and they are all categorized as input data. The
imaging and data systems that generate information are existing peripheral surgical supported
equipment already within the OR but they do not belong to the Minimally Invasive Spinal
Surgery ePR system. However, the ePR system must integrate these devices in order to receive
the input data that is acquired before, during, and after surgery that support the surgical
procedure.

2.5.1 Integration Unit (IU)—This component is responsible for acquiring all data from
different peripheral devices that are presented in the OR during surgery (Intra-Op) that
continuously measure all live vital signs, waveform signals, and surgical related images of the
patient undergoing a procedure. The data acquired by the 1U from all input devices are
synchronized through a master clock and displayed live onto a customized interface using a
52" LCD (Liquid Crystal Display) screen (called Intra-Op Live Display) in the OR. The data
gathered during surgery include the following:

— Digital C-ARM fluorographic images
— Digital endoscopic video images

—Waveform signals: EMG (Electromyography), BIS (Bispectral Index), and Vitals (Blood
Pressure, Heart Rate, Respiratory Rate, PulseOX, Body Temperature and Partial Pressure
of Carbon Dioxide).

The images, videos and data points mentioned above are transferred automatically and
continuously from the various input sources of the different data devices in the OR during
operation that are attached to the data input 1U. The data is immediately saved into IU memory.
The IU software displays the waveforms, images, and streamed videos properly every second
(which is a default value) on the large Intra-Op LCD, and also makes a copy from the memory
to the 1U local hard drive with 1.5 TB (Terabytes) of storage space every five seconds (which
is also a default value). These two default values can be adjusted interactively depending on
clinical demands.

Normal procedures for a single vertebra surgery take about 30 minutes on average. This Intra-
Op data is sent continuously to the Gateway where the images are processed if needed and then
placed in a data folder shared with the ePR server where they will be permanently archived.
The data values are also extracted and saved to the ePR system database. In addition to the one
second input display refresh-rate described in the last section, the 1U features a rule-based alert-
mechanism that checks each input waveform for data that is out of the normal range. The U
has a set of rules based on clinical accepted medical practice that determines when a given
signal is considered within the normal range for a patient. If atany given time during the surgical
procedure, a signal falls outside the safe range, the IU will trigger an alert message on the Intra-
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Op Live display. This assists the surgeon and key personnel in the OR to take necessary actions
during the surgical procedure. It is noted that the default values might not be considered normal
for all patients; thus, during the Pre-Op patient consultation time, these default values can be
revised and properly adjusted as necessary.

2.5.2 The Fault-tolerant Gateway server—The functions of the Input gateway are
receiving, staging, managing, and transferring input data during the three clinical workflow
phases of the surgery: Pre-Op, Intra-Op, and Post-Op.

Pre-Op Phase: The gateway receives DICOM images and diagnostic reports from PACS.
Once images are received by the gateway, a Pre-Op script is automatically launched by the
gateway to properly extract all the information from the headers of the DICOM files. This data
is then saved into the database. This whole process is automated at the gateway and does not
require any user intervention.

Intra-Op Phase: During Intra-Op, the gateway receives live data from the U using an API
(Application Program Interface). The transfer protocol used is the HTTPS (HyperText Transfer
Protocol Secure) Standard. Before any data is sent to the Gateway, the 1U needs to properly
authenticate itself in order to avoid conflict with other possible input devices. Once the data is
received by the Gatewayserver, the API will place the data in a specific location in the ePR
where a script will be executed to process the data accordingly.

Post-Op Phase: During Post-Op, the patient is under observation in the recovery area by a
nurse and the surgeon. The vital signs and other monitoring equipment are used to evaluate the
patient PostOp condition. During the 45 minutes to one hour observation, live data of the patient
is continuously received and displayed at the bedside monitor by the Post-Op module.

2.5.3 The Fault-Tolerant ePR Server—The ePR Server is the heart of the Minimally
Invasive Spinal Surgery ePR System and is the front-end of the system where the users will
login to perform all the necessary tasks during the surgical workflow. The ePR Server allows
access to the Pre-Op authoring module, the Pre-Op display in the OR and the Post-Op authoring
module (see Figure 5). Administrative tasks such as giving the users access to the system,
registration of patient information, scheduling, among others are also included.

The ePR by definition allows the participants to obtain any necessary information about the
patient from a single interface, i.e., the information follows the patient. The ePR not only shows
information about the medical examinations for the patients, but also any other related data
such as clinical history and pain surveys acquired during the surgical procedure. The ePR is
developed utilizing PHP (PHP: Hypertext Preprocessor) as the backend programming
language. The data values are stored using a MySQL database [10]. The web pages are
structured with HTML (Hyper Text Markup Language), and they are styled using CSS
(cascading style sheet). The interfaces are dynamically updated using JavaScript. The web
server utilized is Apache 2.2 [11].

Data Storage and Archive and System Database: Managing the data acquired by the ePR
system is a critical task. Therefore, a dual-system back-up mechanism is implemented as
follows. First, the ePR server has the server hardware, and the Gateway has the Gateway
hardware. Two identical server software packages are implemented, one in the ePR server
hardware as the primary and the other in the Gateway hardware as the back-up. By the same
token, two Gateway software packages are implemented, the primary package is in the Gateway
hardware, and the secondary package is in the ePR Server hardware as the back-up. Refer to
the middle row of Figure 5, the Gateway and the ePR server each has its own hardware, where

Int J Comput Assist Radiol Surg. Author manuscript; available in PMC 2010 May 1.

142



1duasnuey Joyiny vd-HIN 1duasnue Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Documet et al.

Page 7

each hardware piece is housing both the ePR server software and the Gateway software; one
is the back-up of the other. Figure 6 shows the dual-system backup mechanism.

The input data first comes to the Gateway hardware, where the Gateway software categorizes
them by images, live waveform information, and textual information. Images include DICOM
images in their original DICOM format as well as in JPEG format for web display; as well as
endoscopic videos, endoscopic single frame images, and digital C-arm fluoroscopic images.
The metadata in the DICOM images and other data are stored in the database disks. All acquired
data and metadata are immediately backed up by the ePR Server hardware.

System Security: The system security has been considered carefully during the design in order
to comply with the HIPAA (Health Insurance Portability and Accountability Act) requirement.
Only the users who have been granted permission are allowed access to the system. At the
same time the privacy of the communications are kept to avoid any non-authorized receiver to
obtain a given patient’s private information. To guarantee the security of the data, web access
to the ePR is established with HTTPS that encrypts all communication between the server and
the clients (web browsers). In addition, the ePR system handles permissions that will allow
users to perform different tasks on the system. Different user groups in the system have a
different set of enabled permissions, however, permissions can be overwritten for individual
users by the system manager if necessary providing a greater level of flexibility.

System Fault-Tolerance and Continuous Availability and Failover: The information that
is kept in the ePR is unique and cannot be obtained from any other sources if lost. To overcome
any possible loss of data, a fault-tolerant solution that replicates the data of the ePR to more
than one place has been implemented. The primary Gateway serves as the backup for the
primary ePR server, and vice versa.

In addition to having the data being stored with more than one copy, system redundancy with
automatic failover mechanism has been designed to access the data in case of the failure of any
component in the system to guarantee system continuous availability.

2.5.4 Visualization and Display—The last of the four components in the ePR System is
the Graphic User Interface (GUI) and Display. In order to have the ePR system to be utilized
as an effective tool that can improve the workflow of the Surgery Department, it is important
to have a user-friendly GUI that presents all necessary contents for the surgery in an easy to
use manner. For this reason, the ePR system is designed with this concept to achieve this goal.

Because the entire ePR system operates in three interrelated Phases during a surgical procedure,
from planning (Pre-Op), to surgery (Intra-Op), to patient recovery (Post-Op); the interface
design between these three Phases are critical. The Display interface design (see Figure 5)
includes the main page, the Pre-Op display at the patient consultation room, the Pre-Op display
at the OR, the Intra-Op display at the OR, the Post-Op at the patient recovery area, the Post-
Op at the OR for surgical documentation, and the administrative pages.

2.5.4.1 Pre-Op Authoring Module: The Pre-Op Phase of a Minimally Invasive Spinal
Surgeryprocedure is where all necessary information prior to the surgery procedure is collected
and organized in a patient e-folder. The Pre-Op happens days prior to the surgery and involves
querying, interviewing, collecting, and storing of pre-surgical medical images, patient
demographic information as well as other pertinent data value that would assist the surgery
during the procedure.

Traditionally, surgeons have been relying on their memory for localization of where the
procedure should be performed. They review the MRI and X-Ray images the day before surgery
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and studied the approach to be taken during the procedure. These images are also brought to
the OR for reference. But they are displayed in hard copy in an unorganized fashion scattered
throughout the OR. The next few paragraphs focus on the organization of the Pre-Op patient
information which requires a preparation process. This process should not be done during the
time of surgery and the information should be saved in advance with the display streamlined
and organized for efficiency purposes.

Creating a Surgical Procedure in the Pre-Op Authoring Toolkit: The interface allows the
users to create the surgical procedures by first selecting the key images as well as adding
annotations to those key images as shown in Figure 7. On this screen the PACS image and
surgical procedures had been combined into one display in the Pre-Op module. Image studies
related to the surgical procedure are shown on the left hand side based on the surgical data
model (see Figure 7). To view an image in a study, the users can either drag the study shown
on the list from the left to the viewing pane on the right hand side or by double clicking the
study from the list on the left. Figure 7 displays a sagittal MRI image with patient’s ID above
the image. The toolbar with icons at the top of the viewing pane allows the users to perform
certain tasks accordingly to the current status of the editing module.

1. To view images in a study: The two icons on both the right and the left sides allow
the user to preview images in the study series.

2. Toperformimage manipulation: The toolbar for the Pre-Op include some basic image
manipulation tools such as window/level, pan, and zoom. With this functionality, the
images can be displayed optimally at the exact location of the lesion.

During a Minimally Invasive Spinal Surgeryoperation, it is important to correlate the axial
view with the corresponding sagittal view of an MRI study. The neuro-navigator tool in the
Pre-Op module allows such correlation through the display as show in Figure 7.

In addition to the input data described earlier, one type of Pre-Op data which is critical during
surgery is the hand written whiteboard information located at the entrance of the OR which
contains a very short summary of the patient such as name, gender, age, weight, height, any
allergies, comorbidity and pain. Normally, the white board should contain all patients’
information to be operated during the day. The Pre-Op authoring module described has been
designed to integrate the whiteboard information onto the same Pre-Op screen for display in
the OR during the surgery. The following survey measures are also included:

1. Visual Analog Scale (VAS): Is a psychometric response scale to describe the amount
of pain a patient is feeling from a specific part of her/his body.

2. Oswestry Disability Index: A survey to identify how the pain in the back or legs is
affecting the patient in his/her daily activities.

The design concept of the ePR system is user-friendly but effective at the same time. For these
reasons, the criterion of the user interface is to minimize the number of mouse clicks needed
to perform a certain task and to aggregate information adequately into a single interface
whenever possible. The current Pre-Op authoring module is a self-contained interface where
the users can download, edit, add, and delete the contents as needed. The Pre-Op has two major
interfaces, one for editing and one for display in the OR.

Pre-Op Display: A Minimally Invasive Spinal Surgeryprocedure requires multimedia data
during the Pre-Op Phase including patient history, images, and consultation results. These data
should be organized and displayed in the Pre-Op display during surgery. An example is shown
in Figure 8 which depicts the general patient information (first top row), whiteboard
information outside of the OR (second top row), as well as the key images selected from the
MRI study with their annotations during consultation (center). The term that is used for this
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display is the Pre-Op Display since the Pre-Op authored data is actually displayed during the
Intra-Op workflow Phase.

2.5.4.2 Intra-Op Live Display: Figure 9 shows a mock up example of the Intra-Op Live
Display with waveforms and images. The horizontal axis is time. The stream from the vital
signs device is displayed at the top row (left) and to the right there are five groups of waveform:
three vital signs with blood pressure, pulse oxygen concentration and pCO2, as well as BIS,
IVF (Intravenous Fluid). Every dot in the waveform represents a data point over a one second
interval. In the middle row, there are two images, the C-Arm fluoroscopic (right) and the
endoscopic video images (middle), and one EMG waveform in the left. In the lower row, there
is laser energy in joules. The video is updated on the Intra-Op Live Display with a frame rate
of 30 per second (a default value).

Rule-Based Alert Mechanism: If a signal falls outside ipts safe range a three stage mechanism
will alert personnel in the OR about that situation.

1. Warning mode: If the numeral falls outside the safe range it will change its color to
red (as seen with the PulseOX and Blood Pressure in the figure)

2. Emergency mode: If the condition falls to a value greater or lower in 25% of the safe
range then the Intra-Op Live Display will place an alert message on top of the screen.

3. Critical mode: If the data signal value is either greater or lower in 50% to the values
in the safe range then the alert message will cover the whole screen.

2.5.4.3 Post-Op Module: The Post-Op Phase takes place after the completion of the surgical
procedure, normally, the next several days after the surgery. There are three time substages:
1) Patient in the recovery area and then discharged, 2) the Surgeon documents the surgical
results, and 3) follow up pain surveys after Post-Op for several months.

Post-Op Authoring Toolkit: When the surgeon performs Post-Op documentation, he/she can
retrieve information from the Post-Op module pertinent to the surgery using the GUI. This
process involves four major steps:

1. Finding the Patient from the ePR System. The correct patient can be located from the
ePR via the worklist.

2. Selecting images. From this GUI, the surgeon can select endoscopic images that will
be included in the final report by clicking the star at the top left corner of the viewing
pane. As shown in Figure 10, that image has been selected for the final report.

3. Selecting Waveforms. The waveforms are displayed at the bottom of the GUI (Figure
10). They can be dynamically selected by clicking their corresponding boxes on the
upper right side of the interface.

4. Data Synchronization. A slider at the bottom of the graph (green pointer in Figure 10)
would allow for synchronized viewing of all the image and waveform data being
displayed.

The data that was displayed and selected for documentation in Figure 10 includes a C-Arm
fluoroscopic X-Ray image, heart rate, diastole and systole blood pressures, respiratory rate,
BIS score value, oxygen pressure and partial pressure of carbon dioxide. The curve shown at
the bottom of Figure 10 (Heart Rate) is a waveform obtained from another Intra-Op device.
Figure 10 shown contains real-patient data with anonymized acquisition date and time and
patient demographics.
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Nurses and Front-desk personnel perform surveys several times after the surgery and enter the
pain surveys data into the Post-Op module of the ePR system as a follow-up of the progress
of the patient. The collective information can be used for future patient outcome analysis.

3. Results

3.1 Clinical Site for Developing and Implementing the Minimally Invasive Spinal Surgery ePR

System

The design and implementation has been in collaboration with the California Spinal Institute
(CSI), Thousand Oaks, CA. CSl is a full self-sufficient independent spinal surgery institute
and performs between 5 — 10 minimally invasive spinal surgeries per week. It has its own
diagnostic imaging facility including conventional X-rays, CT and MRI services and a
commercial PACS. CSl also provides patients with the full in-house services for spinal surgery
from Pre-Op consultation to Post-OP evaluation, check-up and therapy. The concept of
developing the multi-media ePR system for image-assisted Minimally Invasive Spinal Surgery
was conceived five years ago but technologies were not available until recently [9]. The go
head development decision was made in early 2007.

Many parameters used in the design were based on daily clinical experiences at CSI during the
past five years. The ePR system can be modified for Minimally Invasive Spinal Surgery
operation at other similar healthcare facilities, and image-guided surgery OR’s (Operation
Room).

3.1.1 System Deployment—The prototype system was deployed in August, 2008 to the
California Spine Institute (CSI) located in Thousand Oaks, California, which is the only clinical
site in Southern California that performs Minimally Invasive Spinal Surgery. This site served
as an initial approach to understand the general workflow of the surgical procedure. Because
the goal of the system is to be able of being installed in other locations, the workflow and
implementation was kept in its more general instance, avoiding any specific-related design for
CSI. Inthe case that a particular part of the implementation was tailored for this site, the options
were configured to be flexible. The customization of the modules used in the ePR will allow
having the system implemented in different locations where other vendors are used.

This section summarizes the highlights.

Planning and design phase: The ePR system for Minimally Invasive Spinal Surgerywas
developed at the IPILab, USC. IPILab and CSI have had close collaboration for more than five
years. There are three phases of the implementation. First, to test the functionality of the ePR
system, a prototype for each of the ePR components was developed and integrated at the CSI
research facility; in addition, mockup data was collected at CSl that included an Intra-Op signal
simulator for the 1U device. Second, once the system was tested fully in the laboratory
environment, it was then deployed in the OR to obtain user feedback and clinical evaluation.
The hardware and software components consist of the Gateway Server, the ePR server, and
the 1U. In addition, other software packages include the ePR web pages, the 1U application,
the database, and the web server.

The final stage of the clinical implementation was to deploy the ePR system in the OR. This
stage has been challenging, since the OR is continuous in use for Minimally Invasive Spinal
Surgery, both the clinical team and the engineering team have to work together to circumvent
the clinical schedule minimizing the risk of any possible disruption of the clinical service
through coordinating of various tasks among the teams member; this is especially true in the
final stage of implementation, when the ePR has actually been used taking care of some regular
duties usually reserved by the traditional surgical method.
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Hardware installation: The ePR and Gateway servers were installed at CSI on a rack at their
Server Room. Figure 11 shows the installation in progress and the final location of those
servers.

In addition to the two servers above, the U was also installed in one of the ORs at CSI. The
IU needs to be connected to all required peripheral devices that are presented in the OR for
monitoring the real-time patients’ response during the clinical procedure. The U, located in
the OR, and its connection to input devices are shown in Figure 12.

Software installation: Once the servers were installed at the clinical facility, the next step was
to configure all necessary software components of the ePR system. Those components include:

1. ePRserver: The server requires the installation of the web server (Apache) and the
database (MySQL).

2. Gateway server: Composed of a software DICOM listener that receives incoming
DICOM studies sent from the PACS and a set of scripts to extract the metadata
information and store it at the database.

3. Integration Unit: Software developed in C++ is utilized to make low level system
calls to the different interfaces depending on performance requirements to display
real-time data in the OR.

Training and Support for Clinical Users: The following users were among those trained for
the use of the ePR system:

1. Surgeons: They received training on the Pre- and Post-Op authoring modules. In
addition, they were taught to properly interpret the two large Pre-OP and Intra-Op
LCD displays.

2. Physician Assistants: They were involved in both group and individual training
sessions for Pre-Op authoring module.

3. Nurses: They were trained to properly enter information related to the patient’s
whiteboard data and survey forms.

4. Front-desk assistants: They received training for scheduling of surgical procedures,
input of pain surveys for Pre-Op and Post-Op Phases as well as patient registration.

5. Technicians: The training given to them was on how to correctly understand the data
presented at the LCD monitor displays at the OR.

6. Administrative staff: They were given training on how to add or remove a user from
the ePR system and to manage the permissions for the different user types or a specific
user as well.

The engineering team provided three months on-site baby-sitting of the ePR system as well as
assisted the duty staff to prepare Pre-Op module. Figure 13 shows a typical training session.
Clinical Implementation of the Post-Op module is currently ongoing.

3.1.2 Clinical Implementation Experiences

1. The implementation phases were planned based accordingly on the three workflow
stages to provide a good understanding of the features included in the ePR System
and at the same time to address any positive feedback from the users. Phase one
implementation was included the Pre-Op authoring and display toolkit as well as
general ePR features such as worklist navigation and DICOM Query/Retrieve. Phase
two implementation included the Intra-Op display as well as the Pre-Op display on
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large LCD monitors. Finally, phase three included the Post-Op authoring and display
toolkit and is currently undergoing training sessions. Since the ePR System was
installed in August 2008 at CSI, every surgical operation has utilized the Pre-Op
Display module within the OR. This is a direct result of the clinical staff performing
the Pre-Op authoring one day prior to surgery. In the same amount of time, the Intra-
Op live display has been used to show a centralized view of all the data obtained from
peripheral devices. Data captured from the IU module is currently stored in the ePR
System automatically since May 20009.

2. Even though there was no formal evaluation from the users’ training, all the people
that were trained had been using the ePR with no major complaints. After a one year
clinical operation with sufficient and meaningful data collected, a more formal user
acceptance survey will be conducted targeted for a follow-up clinical experience

paper.

3. The chief surgeon who is one of the architects of this system has monthly meeting
with the ePR team to provide suggestions, input and user experience for system
refinement and upgrades. He has been the champion of the project.

3.1.3 Next steps in Research and Development

Prototype version 2 for Integration Unit: The Integration Unit (1U) is a very critical

component in the ePR system, but at the same time is very complex and needs to be refined to
satisfy the ePR System requirements. The prototype version 2 of the 1U has been designed to
provide continuous availability, improve the performance for data collection, visualization and
storage with expanded flexibility in order to support a larger set of devices and configurations.

Difference between current version and the version 2 of the Integration Unit: The main
difference between the two versions of the Integration Unit is the capability of handling fault
tolerance and continuous availability: the first prototype of the IU did not provide any fault
tolerance. The second prototype provides fault tolerance by adding a second set of key pieces
from the IU. This is similar to what have been done to the PACS [12]. Among the pieces added
are: more robust UPS (Uninterruptible Power Supply); NAS (Network Attached Storage) for
storage; the main processing unit is provided by means of two identical clustered blade servers.
In case of any failover the recovery is done automatically. In addition, the second prototype is
assembled in a self-contained mobile cart that enhances the flexibility for implementation in
different environments. At the same time the second prototype has increased the number of
ports to include more peripheral devices present in the Operating Room.

The software that acquires, displays, and stores the data also requires an update to handle the
new infrastructure for the second prototype. Upon completion of the second prototype, one
copy will replace the existing first prototype within CSI and the second copy will be deployed
at a second clinical site to be determined.

4. Discussion

4.1 Lessons Learned

Much of the experience gained and many lessons learned in developing the multi-media ePR
for Image-Assisted Minimally Invasive Spinal Surgery are similar to that of early times when
PACS was developed and deployed in radiology departments, and later to hospitals. However,
there are some differences due to the fact that ePR users are mostly local and not hospital-wide.
Among these, are listed in the following as well as any comments on the differences and
similarities between them whenever appropriate.
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Lack of standards from peripheral data and imaging devices used in the OR.
This was the major obstacle during the implementation phase. There are many vendors
who sell peripheral devices to ORs where no data format or communication standard
compliance is required. Different vendors export their data in different ways, adding
complexity to the mechanisms for data retrieval and limiting the interoperability to
certain vendors and products. In imaging, most ORs still use Pre-Op hardcopy for
reference during the surgery. For image-assisted surgery, the Intra-Op endoscopic and
C-Arm radiographic images are for assisting the surgeon during the surgery, and there
is no requirement for keeping hard or soft copies for surgical document. The multi-
media ePR system for Minimally Invasive Spinal Surgery, on the other hand, keeps
all live data during the surgery in the database, they will be selected by the surgeon
to include in the patient report during Post-Op authoring. Therefore, it had been a
major challenge for acquiring data from real-time peripheral devices as well as images
from endoscope and C-Arm radiography in the OR during surgery. In PACS
installation, similar problems were encountered in imaging modalities connectivity,
but this issue was resolved by the mandated compliance to DICOM standard in almost
all the purchases in imaging systems and PACS in the late 1990s. The development
of the Integration Unit (1U) in the ePR system prototype is the first step allowing all
devices to be integrated. We anticipate several years down the road, surgical OR may
see the advantages of data integration in the ePR and enforce vendors to output data
with certain standards.

The clinical environment was different from the laboratory environment. When
the ePR prototype was moved from the laboratory environment to the clinical site,
the engineering team encountered a culture shock. In the former, the laboratory
environment was under control and debugging and modifications could be performed
easily. Whereas in the latter, the reality of the real world sank in, and it was very
difficult to make modifications for two reasons: 1) Once the ePR was installed, the
clinical use of the system has always been with the highest priority, any modifications
were secondary, 2) Users were reluctant to continuously adopting new changes.
Unlike PACS installation which has long passed this R&D mode, nowadays a
prototype system would be rarely installed in the clinical site without extensive test
at the manufacturer site first.

The Clinical institution was not always in control of its computer and ICT
(Information and Communication Technology) equipment. Installing new
applications in clinical computers might sometimes require administrative privileges.
In addition, configuring and adding new servers to CSI might need to be performed
by a third party IT (Information Technology) team that could cause implementation
issues. This issue would be encountered in many PACS installation as well.

User Acceptance. Whenever a new application in the ePR was implemented at CSl,
users might be reluctant to fully embrace the new application. It is because it would
temporarily disrupt their normal routine clinical workflow even if the system would
ultimately improve their clinical workflow in the long run. The user acceptance is
easier in PACS now since the healthcare community has gained more than 15 years
of experience.

Graphical User interface challenging for new users: When a new application was
developed, training becomes crucial since users were not familiar with the interface
and functionality. This issue is 100% the same as PACS when the user is first time or
switches to a new PACS, or a new GUI is installed.
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4.2 Design Principles and Reproducibility

1.

5. Conclusion

The Design principle. The design principles of the ePR system are modularity and
reproducibility. The system has three major components, Pre-Op, Intra-Op, and Post-
Op, they are operated as a complete system. In order for the Post-Op to function
properly, both Pre-Op and Intra-Op have to be operable. In the same token, in order
for the Intra-Op to be functional, Pre-Op has to be operable. However, Pre-Op can be
used without the Intra-Op and Post-Op in operation. In this case, no data from the
Pre-Op would be input to the Intra-Op and Post-Op modules.

Reproducibility. The infrastructure of the ePR system is applicable to most image-
assisted minimally invasive surgical operation rooms. However, certain
customization may be required. For example, different surgical input including
images, waveforms and textual data may need new designs for various input device
interfaces. The Integration unit (IU) infrastructure has been tested to handle up to a
combined total of 12 waveforms data points, imaging inputs and video streaming
sources. In addition, the Display format and GUI need to be redesigned to suit various
surgical requirements.

A step-by step approach was introduced to develop a multi-media ePR system for Imaging-
Assisted Minimally Invasive Spinal Surgery. First, the clinical need for the Minimally Invasive
Spinal Surgery ePR was introduced. Then, the three clinical Phases of Minimally Invasive
Spinal Surgery workflow in Pre-Op, Intra-Op, and Post-Op were discussed. The three-phased
modules; and the four components: the input integration unit, fault-tolerant gateway server,
fault-tolerant ePR server, and the visualization and display component. A prototype was built
and deployed to a Minimally Invasive Spinal Surgery clinical site with user training and support
for daily use. Finally, special experience gained and lessons learned from developing the
system were discussed. This methodology can be extended to other image-assisted minimally
invasive surgery.

Abbreviations

API
BIS
co,
CR

Csl
CSS
CT
DICOM
EMG
ePR
GIF
GUI
HIPAA
HIS

Application Program Interface

Bispectral Index System

Carbon dioxide

Computed Radiography

California Spine Institute

Cascading Style Sheet

Computed Tomography

Digital Imaging and Communications in Medicine
Electromyography

Electronic Patient Record

Graphics Interchange Format

Graphical User Interface

Health Insurance Portability and Accountability Act
Hospital Information System

Int J Comput Assist Radiol Surg. Author manuscript; available in PMC 2010 May 1.

150



1duasnuey Joyiny vd-HIN 1duasnue Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Documet et al.

HTML
HTTP
HTTPS
ICT
IA-MISS
IPILab
IRB

IT

V]

IVF
JPEG
LCD
MB
mmHg
MRI
OR
PACS
PHP
PNG
RAM
RIS
RS232
SC
SDK
B
uscC
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PRE-OP

POST-OP

Lumbar Cervical Thoracic

Figure 1.

Minimally invasive spinal surgery on cervical, thoracic, and lumbar spines. Upper row: Pre-
operation arrows show the areas where the disc protrudes the spine. Lower row: Post
endoscopic-assisted spinal surgery shows the lesions have been cured.
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2) Assistant
3) Surgeon

4) Scrub nurse
5) Circulator

Figure 2.
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Schematic of the dynamic multi-media ePR system for Image-Assisted Minimally Invasive
Spinal Surgery. The ePR prototype system is running at the Minimally Invasive Spinal
SurgeryOR of CSl, with two large LCDs (liquid crystal display), one for the Pre-Op
consultation integrated display, and the second for the Live Intra-Op integrated display.
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The data model of the ePR system. It extends the schema of DICOM to accommodate surgical
information including live waveform and several standard surgical forms. Additional entities
have been augmented to the data model.
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Figure 4.
Dataflow of the ePR system for Minimally Invasive Spinal Surgery. There are three time Phases
(vertical): Pre-Op, Intra-Op and Post-Op; and four operational modules (horizontal): input

units, gateway, ePR Server and database, and visualization and display, which formsa 3 x 4

matrix. Each numeral represents one event in the dataflow explained in the text.
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Figure 5.

The ePR system architecture showing three operation phases (first column): Pre-Op, Intra-Op
and Post-Op; as well as four operation modules (partitioned and scattered systematically).
Some partitioned modules are bundled up together for ease of data transfer and fault-tolerant
back-up. The arrows show the data flow during the three phases of operation. The outside light
gray color side-way “U” band is the Display module backbone with five rectangular box
subunits. Inside the opening of the “U” in dark gray are the Integration Unit, Fault-tolerant
Gateway, and Fault-tolerant ePR Server. Within the Gateway and the ePR Server, the Database
and Filesystem software are interrelated and shared by both components.
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Back-up
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The Dual-system back-up Schema with two hardware pieces: ePR Server hardware and
Gateway hardware. Each hardware piece has two components of software: ePR Server
software, and Gateway software; and a tandem database with hard drive for data and metadata

archive.
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Figure 7.

(Left — Figure 7A) The Pre-Op authoring module page. The upper left hand text list depicts
the surgical data model showing the studies and procedures. After the user clicks an item in
the list, the proper image, in this case, a sagittal MRI is shown on the right. (Right — Figure
7B) The Neuro-navigator tool allows the correlation of the position of the lesion in the sagittal
(left) and the axial view (right). The red lines are the two corresponding sagittal and axial
sections.
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Figure 8.

The Pre-Op display organized during patient consultation as seen on the Pre-OP display
monitor in the OR during Intra-OP. Top Text Row: Patient General Information, Second Text
Row: Whiteboard information, Bottom row: Images and annotation during Pre-Op
consultation; left: CR image, middle: sagittal MRI with annotation and right: transverse MRI.
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Figure 9.

A mock-up example of the Intra-Op Live Display as seen on the Intra-Op large monitor in OR.
Top row from left to right: Video stream of vital signs and six waveforms coming from three
vital signs, BIS and IVF; the horizontal axis is time. Middle row from left to right: Waveform
of EMG, endoscopic image and Fluoroscopic image. Bottom row: Laser output values.

Int J Comput Assist Radiol Surg. Author manuscript; available in PMC 2010 May 1.

161



1duosnuey Joyiny vd-HIN 1duosnuey Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Documet et al. Page 26
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Figure 10.

The Post-Op authoring module displaying a patient case showing data acquired during the
surgery. The x-axis represent the time, while the y-axis represent the numerical value of the
data points. The green mark represents the time frame when this page was captured. This
module can be utilized by the surgeon to create an image and waveform Post-Op results
document in pdf format. The graph showed at the bottom is the sequence of Respiratory Rate
values over the whole procedure time.
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Installing the ePR Server

Figure 11.
The ePR Server installation at the Server room of CSI. J. Document, was installing the servers.
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Figure 12.

Integration Unit (1U, left inside the red ring) installed in the OR connected to different input
sources. (Middle: Input units cables are connected to the back of the 1U; Right: Vital Signs
device is being connected.).
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Figure 13.
Group training in Pre-Op authoring at the consultation room
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PACS-Based Computer-Aided Detection
and Diagnosis

H.K. (Bernie) Huang, Brent J. Liu, Anh HongTu Le, and Jorge Documet

Summary. The ultimate goal of Picture Archiving and Communication System
(PACS)-based Computer-Aided Detection and Diagnosis (CAD) is to integrate CAD
results into daily clinical practice so that it becomes a second reader to aid the
radiologist’s diagnosis. Integration of CAD and Hospital Information System (HIS),
Radiology Information System (RIS) or PACS requires certain basic ingredients from
Health Level 7 (HLT7) standard for textual data, Digital Imaging and Communica-
tions in Medicine (DICOM) standard for images, and Integrating the Healthcare
Enterprise (IHE) workflow profiles in order to comply with the Health Insurance
Portability and Accountability Act (HIPAA) requirements to be a healthcare infor-
mation system. Among the DICOM standards and THE workflow profiles, DICOM
Structured Reporting (DICOM-SR); and IHE Key Image Note (KIN), Simple Image
and Numeric Report (SINR) and Post-processing Work Flow (PWF) are utilized in
CAD-HIS/RIS/PACS integration. These topics with examples are presented in this
chapter.

18.1 Introduction

Picture Archiving and Communication System (PACS) technology for health-
care enterprise delivery has become a part of the daily clinical imaging service
and data management operations for most health care institutions. Alongside
PACS, new technologies have emerged including Computer-Aided Diagnosis
(CAD), which utilizes computer methods to obtain quantitative measurements
from medical images and clinical information to assist clinicians to assess a
patient’s clinical state more objectively. However, CAD needs image input and
related information from PACS to improve its accuracy; and PACS benefits
from CAD results online and available at the PACS workstation as a second
reader to assist physicians in the decision making process. Currently, these
two technologies remain as two separate independent systems with only min-
imal system integration. This chapter addresses the challenges and solutions
encountered by both technologies.

T.M. Deserno (ed.), Biomedical Image Processing, Biological and Medical Physics,
Biomedical Engineering, DOI: 10.1007/978-3-642-15816-2_18,
(© Springer-Verlag Berlin Heidelberg 2010
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—| Physician —
la
Image 1b 2 | Results
Archive PSS CAD Archive
3
Physician

Fig. 18.1. PACS and CAD not integrated. The physician must manually transfer the
image to the CAD workstation (1a), initiate the CAD processing, which is archived
in the CAD system only (2), and transfer the results back to the PACS by means
of natural language writing the report (3)

Figure 18.1 depicts the PACS environment (shaded boxes) and a CAD
workstation or server location that is outside the realm of PACS. These two
systems are usually disjoint. When an image is needed for CAD processing,
the workflow is as follows:

la. A technologist or radiologist transmits the original images from the PACS
server or PACS workstation to CAD workstation for processing
1b. CAD processing of the exam is ordered through RIS, or directly from its
creating modality
2. The results are stored within the CAD domain, since the CAD workstation
or server is a closed system
3. A clinician needs to physically go to the CAD workstation to view results
and transfer into the clinical report with natural language worded by the
investigator writing the report

18.2 The Need for CAD-PACS Integration

In most CAD systems, the analyzed images need to reside on the local storage
of the workstation running the applications. In the current best practice clini-
cal workflow, medical images are stored in PACS. Therefore, the images must
be queried for and retrieved by the workstation for a CAD system to process.
The DICOM Query and Retrieve (Q/R) begins by sending a DICOM query
command that contains query keys, such as patient name, medical record,
modality, etc. to PACS and then waits for a response. Once the worksta-
tion receives the response, which contains a patient name or a list of patients
satisfying the query keys, it then sends another DICOM command to PACS
to retrieve the images back to the workstation. If the CAD application is not
implemented with the Q/R functionality from PACS, one must manually load
the images to the workstation for CAD process or manually push the images
from PACS. After the images are loaded, the CAD performs two tasks:
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e Automatic segmentation to detect the location of possible abnormalities
in images
e Quantification to classify the detected regions or lesions

The main purpose for integrating CAD with PACS for clinical operations is
to utilize CAD as a second reader for diagnosis of medical images [1,2]. In order
to utilize CAD results more efficiently for this purpose, the CAD should be
integrated within the daily clinical PACS environment. Currently, some PACS
and CAD vendors have had some success integrating several CAD applications
within a PACS environment, but the solution is either CAD-specific or in a
closed PACS environment with proprietary software.

18.2.1 Approaches of CAD-PACS Integration

Computer-aided detection (CADe) is based on images, which must be
received from the archive for analysis. This is usually done using a DICOM
Query/Retrieve (Q/R) command. Conceptually, integration of CAD with
DICOM PACS can have four approaches, which differ in the systems per-
forming the query and retrieve commands. In the first three, the CAD is
connected directly to the PACS, while the fourth approach is to use a CAD
server to connect with the PACS:

e PACS Workstation Retrieves and CAD Workstation Performs Detection:
In this approach, the PACS workstation queries and retrieves images from
the PACS database while the CAD workstation performs the detection.
Figure 18.2a illustrates the steps of the integration. This method involves
the PACS server, the PACS workstation, and the CAD workstation. A
DICOM C-store function must be installed in the CAD workstation.

The major disadvantage to this approach is that the particular studies
must be queried for by the PACS workstation and manually pushed to the
CAD workstation for processing, which is a complex workflow. In addition,
once the results are generated, they reside only on the CAD workstation.

o C(CAD Workstation Retrieves and Performs Detection: In this approach,
the CAD workstation performs both, querying and retrieving of the image
data from the archive, and thereafter the detection within the image data.
This method only involves the PACS server and the CAD workstation.
The function of the PACS server is almost identical to that of the last
method. The only difference is that the last method uses the PACS work-
station for querying and retrieving images, whereas in this method the
CAD workstation performs this step. For this reason DICOM Q/R must
be installed in the CAD workstation (Fig. 18.2b).

Although for this approach, the CAD workstation can directly query
and retrieve from the PACS to obtain the particular image study for pro-
cessing, the workflow is still manual and a disadvantage. In addition, once
the results are generated, they reside only on the CAD workstation.
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PACS PACS
PACS PACS. PACS PACS
Server Da— Workstation Server Workstation
1 C-GET
2 CAD 1| 1|2 CAD
Workstation Workstation
DICOM Q/R DICOM Q/R
d
PACS
PACS . PACS l_| Display
Archive Server Workstation
PACS i
PACS CAD
SP:rf/:eSr Workstation Server
with CAD
I /T\
CAD
Software CAD " CAD
DICOM Q/R Workstation Workstation

Fig. 18.2. Conceptual methods of integrating CAD with PACS. (a) PACS
workstation queries/retrieves and the CAD workstation performs the detection
(C-GET is a DICOM service); (b) the CAD workstation queries/retrieves and per-
forms detection; (c) the PACS workstation has the CAD software integrated; and
(d) a CAD server is integrated with the PACS

PACS Workstation with Integrated CAD Software: A more advanced
approach is to install the CAD software within the PACS workstation. This
method eliminates all components in the CAD system and its connection
to the PACS (Fig. 18.2c).

Most of the CAD components can be eliminated which is an advantage.
However, the major disadvantage is that because the CAD must be inte-
grated directly with PACS, the CAD manufacturer must work very closely
with the PACS manufacturer, or vice versa, to open up the software which
rarely happens due to the competitive market.

Integration of CAD Server with PACS: In this method, the CAD server is
connected to the PACS server. The CAD server is used to perform CAD
for PACS workstations (Fig. 18.2d).

This is the most ideal and practical approach to a CAD-PACS integra-
tion. The CAD server can automatically manage the clinical workflow
of image studies to be processed and can archive CAD results back
to PACS for the clinicians to review directly on PACS workstations.
This also eliminates the need for both the PACS manufacturer and the
CAD manufacturer to open up their respective software platforms for
integration.
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18.2.2 CAD Software

CAD software [1] can be implemented within a stand-alone CAD worksta-
tion, a CAD server, or integrated in PACS as PACS-based CAD. Currently
several PACS and CAD companies have successfully integrated their CAD
applications within the PACS operation, but these applications are either
in a CAD-specific workstation or in a closed PACS operation environment
using proprietary software. For example in mammography, cf. Chapter 13,
page 329, CAD has become an integral part of a routine clinical assessment
of breast cancer in many hospitals and clinics across the United States and
abroad. However, the value and effectiveness of CAD usefulness are compro-
mised by the inconvenience of the stand-alone CAD workstation or server,
certain DICOM standards and THE workflow profiles are needed, which will
be described in the next section.

18.3 DICOM Standard and THE Workflow Profiles

In order to integrate CAD and HIS/RIS/PACS efficiently, certain basic ingre-
dients are needed from Health Level Seven (HL7) standard® for textual
data, DICOM standard for image communication [3], and Integrating the
Healthcare Enterprises (IHE) profiles 2 in order to-comply with the Health
Insurance Portability and Accountability Act (HIPAA) requirements. These
requirements include:

Health Care Access

Portability

Renewability

Preventing Health Care Fraud and Abuse
Administrative Simplification

Medical Liability Reform, containing five rules:

— The Privacy Rule

—  The Transactions and Code Sets Rule

— The Security Rule

— The Unique Identifiers Rule

—  The Enforcement Rule

e The HITECH Act addressing privacy and security concerns associated
with the electronic transmission of health information

Among the DICOM standard and THE workflow profiles, DICOM Struc-
tured Reporting (DICOM-SR), and THE Key Image Notes (KINs), ITHE Simple
Image and Numeric Reports (SINRs), and IHE Post-processing Work Flows
(PWFs) are important components in CAD-HIS/RIS/PACS integration [4,5].

! http://www.hl7.org.
2 http://www.ihe.net.
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18.3.1 DICOM Structured Reporting

The scope of DICOM Structured Reporting (DICOM-SR) is the standardiza-
tion of structured clinical reports in the imaging environment [6]. DICOM-SR,
documents record observations made for an imaging-based diagnostic or inter-
ventional procedure, particularly information that describes or references
images, waveforms, or a specific Regions of Interest (ROI). DICOM-SR was
introduced in 1994 and achieved major recognition when Supplement 23 was
adopted into the DICOM standard in 1999 as the first DICOM-SR for clinical
reports. The DICOM Committee has initiated more than 12 supplements to
define specific DICOM-SR document templates, cf. Sect. 17.2.2, page 442.
Among these supplements, two that relate to capturing CAD results have
been ratified:

e The Mammography CAD SR (Supplement 50, 2000)
e The Chest CT CAD SR (Supplement 65, 2001)

In practice, the use of structured forms for reporting is known to be beneficial
in reducing the ambiguity of natural language format reporting by enhancing
the precision, clarity, and value of the clinical document.

DICOM-SR is generalized by using DICOM Information Object Defini-
tions (IODs) and services for the storage and transmission of structured
reports. Figure 18.3 provides a simplified version of the DICOM model of
the real world showing where DICOM-SR objects reside. The most impor-
tant part of an DICOM-SR object is the report document content, which is
a DICOM-SR template that consists of different design patterns for various
applications. Once the CAD results with images, graphs, overlays, annota-
tions, and text have been translated into a DICOM-SR template designed for
this application, the data in the specific template can be treated as a DICOM
object stored in the worklist of the data model (Fig. 18.3, shaded boxes), and it
can be displayed for review by a PACS workstation with the DICOM-SR dis-
play function. The viewing requires the original images from which the CAD
results were generated so that the results can be overlaid onto the images.

Fig. 18.3. Real world model
of DICOM. The DICOM-SR
document is located in the
DICOM data module (shaded
boz), which is at the same
level as the DICOM image Series

| I I I

Fiducials Image SR MR Encapsulated|
document | ||spectroscopy| document

Registration Radlo‘lherapy Presentation Waveform Raw data Real worl&_j
objects state value mapping
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The DICOM-SR display function can link and download these images from
the PACS archive and display them as well on the workstation.

18.3.2 THE Profiles

IHE profiles provide a common language to discuss the integration needs of
healthcare sites and integration capabilities of healthcare IT products. They
organize and offer clear implementation paths for communication standards,
such as DICOM, HL7, and World Wide Web Consortium (W3C), and security
standards to meet specific clinical needs. The first large-scale demonstration
(IHE connectathon) was held at the Radiological Society of North Amer-
ica (RSNA) annual meeting in 1999, and in subsequent meetings thereafter.
In these demonstrations, manufacturers came together to show how their
products could be integrated together according to IHE protocols.

There are three IHE profiles useful for CAD-PACS integration:

1. KIN allows users to flag images as significant (e.g., as reference, for surgery)
and to add a note explaining the content

2. SINR specifies how diagnostic radiology reports (including images and
numeric data) are created, exchanged, and used

3. PWF provides a worklist, its status and result tracking for post-acquisition
tasks, such as CADe, Computer-Aided Diagnosties (CADx), or other image
processing tasks

18.4 The CAD-PACS™ Toolkit

In the beginning of this chapter, we have discussed the current workflow
of CAD in clinical use. To overcome the several bottlenecks, a CAD-PACS
toolkit (Fig.18.4, elliptic box), which can integrate with the PACS server
and/or workstation with the CAD server and/or workstation via the DICOM
standard and THE profiles, passes the CAD results to the PACS server for
archiving and the PACS workstation for viewing; and query/retrieves original
images from PACS server to PACS workstation to be overlaid with the CAD
results. In addition, it can automatically pass images directly from the PACS
server or PACS workstation to the CAD workstation for processing.

PACS Environment Fig. 18.4. PACS and CAD integmted‘
The CAD workflow (dotted lines) is
integrated in the PACS environment
(shaded boz) using the

CAD-PACS " Toolkit (elliptic boz)

1b

Modality
DICOM

1b PACS DICOM | Diagnosis
HL7 Server Workstation

RIS

"4 CAD-
picompib /- 2iDicom CAD:

Toolkit

CAD Server/| 1b
Workstation [ DICOM
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18.4.1 Concept

The CAD-PACS™" Toolkit is a software toolkit using the HL7 standard
for textual information; the DICOM standard for various types of data for-
mats, including images, waveforms, graphics, overlays, and annotations; and
IHE workflow profiles described in the aforementioned section for the inte-
gration of CAD results within the PACS workflow [5]. This CAD software
toolkit is modularized and its components can be installed in five different
configurations:

A stand-alone CAD workstation

A CAD server

A PACS workstation

A PACS server or

A mix of the previous four configurations

U W=

In general, a CAD manufacturer would be more comfortable with the first
two approaches because there is very little collaboration needed for the PACS
software, which is too complex for most CAD manufacturers. On the other
hand, a PACS manufacturer would prefer to use an in-house CAD or acquire
the CAD from a third party and integrate it with its own PACS using the
latter three approaches.

18.4.2 Structure, Components, and Editions

The CAD-PACS"™™" Toolkit has five software modules:

1. i-CAD-SC" " creates the screen shot for any CAD application, converts it
to a DICOM object and sends it to PACS for storage

2. i-CAD " “resides in the CAD workstation and provides key functions for
CAD-PACS integration, including DICOM-SR object creation and archival,
query and rTelzv’Icrieval ofimages for CAD processing, and communication with
the i-PPM  module

3. i—PPMTMreSiding in the PACS server provides functions to schedule and
track status of CAD-PACS workflow. This module is also used as a supple-
ment for those PACS manufacturers which do not support post-processing
management in order to be DICOM and THE-compliant for CAD-PACS
integration

4. Receive-SR' " resides in the PACS server and performs the functions of
archiving, query and retrieving DICOM-SR objects from the PACS server

5. Display—SRTMresides in the PACS workstation. This module is used when
PACS does not support DICOM-SR C-Store Service Class User (SCU) and
C-Find. It is built as a display Web server with DICOM-SR, C-Store and
C-Find features
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Fig. 18.5. Architecture of the CAD-PA cS™ Toolkit [5]. The five modules are com-
bined to three different editions (left). The concept of four levels of integration with

the CAD-PACS ' Toolkit is shown on the right

Furthermore, the CAD-PACS"™ Toolkit has three editions for the different
levels of PACS integration requirements. Each edition contains some or all of
the software modules (Fig. 18.5) [5]:

e DICOM-SC": The first edition converts a simple screen capture output,
and the CAD data are not stored for future use.

e DICOM-PACS-THE"": The second edition is for full CAD-PACS integra-
tion requiring elaborate collaboration between the CAD developer and the
PACS manufacture%w

e DICOM-CAD-IHE : The third edition does not require the elaborate
integration efforts of the two parties, and proper use of the CAD-PACS
toolkit is sufficient, which favors the independent CAD developer.

18.5 Example of CAD-PACS Integration

In this section, we provide a step-by-step procedure to integrate a CAD with
PACS using the Bone Age Assessment (BAA) of children on a hand and wrist
radiograph as an example.

The classical method ‘of BAA is a clinical procedure in pediatric radiol-
ogy to evaluate the stage of skeletal maturity based on a left hand and wrist
radiograph through bone growth observations. The determination of skeletal
maturity (“bone age”) plays an important role in diagnostic and therapeutic
investigations of endocrinological abnormality and growth disorders of chil-
dren. In clinical practice, the most commonly used BAA method is atlas
matching by a left hand and wrist radiograph against the Greulich and Pyle
atlas, which contains a reference set of normal standard hand images collected
in 1950s with subjects exclusively from middle and upper class Caucasian pop-
ulations. The atlas has been used for BAA around the world for more than
50 years [7].

18.5.1 The Digital Hand Atlas

Over the past 30years, many studies have raised questions regarding the
appropriateness of using the Greulich and Pyle atlas for BAA of contemporary
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children [8]. However, these studies did not provide a large-scale and system-
atic method for validation. A digital hand atlas with normal children collected
in the United States along with a CAD-BAA method has been developed dur-
ing the past 10years in our laboratory as a means to verify the accuracy of
using the Greulich and Pyle atlas to assess today’s children bone age [9].

The digital hand atlas consists of eight categories, where each category
contains 19 age groups, one group for subjects younger than 1year, and 18
groups at l-year intervals for subjects aged 1-18 years. The case distribution
within each of these 18 groups is as even as possible during the case collection
of gender and ethnicities (Table 18.1).

The total is 1,390 cases. For each case, at least two pediatric radiologists
had verified the normality and chronological age, and assessed the bone age
of the child based on the Greulich and Pyle atlas matching method [10].

18.5.2 CAD Evaluation in a Laboratory Setting

After the CAD was completed, the system needed to be integrated with the
PACS. The integration is then evaluated first in a laboratory setting, followed
by the clinical environment. After image acquisition using Computed Radiog-
raphy (CR), Digital Radiography (DR), or film scanner, the image is archived
in the PACS server. The laboratory set up then mimics the clinical workflow
as shown with four steps (Fig. 18.6):

0. The PACS workstation query/retrieves the hand image from the PACS
archive and displays it on the monitor
1b. The modality/PACS server also sends a second copy of the hand image
to the CAD server which generates CAD results

Table 18.1. The digital hand atlas. Ethnics/Gender Female Male Total
A breakdown of cases according to Asian 167 167 334
gender and ethnics African-American 174 184 358
Caucasian 166 167 333
Hispanic 183 182 365
Sum 690 700 1,390

Fig. 18.6. Laboratory
setting for BAA
evaluation [11]. The
BAA-CAD system in the

laboratory environment //N‘
using a PACS simulator is

BAA-CAD Modality PACS PACS
Gateway server workstation
1b

composed of four steps server simulator
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2. The CAD server sends CAD results to the PACS workstation. The radi-
ologist reviews both the image and CAD result on the PACS workstation

3. The diagnosis from the radiologist assisted by CAD results is sent back
to the CAD server for storage

18.5.3 CAD Evaluation in a Clinical Environment

After laboratory validation, the BAA-CAD system and the PACS worksta-
tion were installed in a clinical environment for further evaluation. In this
example, the clinical environment is located at the Radiology Department of
Los Angeles County Hospital (LAC) and University of Southern California
(USC), where the CAD workstation can access the PACS and CR images.
The clinical workflow is similar to the laboratory workflow (Fig. 18.7):

1. The CR modality sends a copy of the hand image to the Web-based CAD
server located in the radiology reading room. The PACS workstation also
receives a copy of the image from the PACS server

2. The CAD program at the CAD server receives the image, performs BAA
and records the results in the CAD server database

3. The CAD server searches the PACS workstation to locate the original
image and links up with the CAD result, as well as the best-matched
image from the digital hand atlas in the CAD database

4. The Graphical User Interface (GUI) in the PACS workstation displays the
original image and the best-matched image (Fig. 18.6, the right most image
set on the duel monitors), and assists the radiologist to take advantage of
the CAD results to make the final diagnosis

Los Angeles County General Hospital Environment

CR PACS PACS
Modality Gateway Server ws
58
CAD Server at Radiology Dept o c
Reading Room LAC 3°

DICOM Ma%e BAA CAD  Web

Receiver CAD Report server o
Radiologist

decisions

Web-based GUI

Fig. 18.7. Clinical BAA evaluation setup. The diagram depicts the BAA-CAD
system in clinical environment and the according workflow implemented in the LAC
Hospital with the clinical PACS and the CAD server
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18.5.4 CAD-PACS Integration Using DICOM-SR

In Sect. 18.3.1, we presented the concept of DICOM-SR and the need for con-
verting a text file CAD report to DICOM-SR format in order to overlay the
contents within the DICOM-SR onto the original image and to display it on
the PACS workstation. Referencing to two ratified CAD DICOM-SR tem-
plates for mammography and chest CT in the DICOM standard Supplement
50 and 65, a DICOM-SR object for the BAA-CAD based on a tree structure
was designed and implemented.

Figure 18.8 illustrates the DICOM-SR template for the BAA-CAD. This
design, which utilizes the DICOM standard Supplement 23, has a Document
Root BAA-CAD which branches into four parent nodes: Detection Performed
(DP), Analysis Performed (AP), Findings summary and Image library. Each
DP and AP parent nodes can have one or more children nodes. In this case, DP
describes one imaging processing algorithm, which is the BAA algorithm. The
AP parent node has two children nodes; each describes methods of quantita-
tive analysis that were performed on the hand image. Each analysis performed
can be further branched out to one or multiple grandchild nodes called Single
Image Findings (SIF). As shown in Fig. 18.8, each AP children node only has
one SIF. The findings summary parent node is the most important part of
an SR which includes the BAA-CAD results. The Image Library parent node
is optional; however, in the BAA-CAD SR, it is‘used to reference the images
from the digital hand atlas. The data structure format for each child can be
obtained directly from the DICOM standard, Supplement 23.

Figure 18.9 depicts the first page of the BAA-CAD report in DICOM-SR
format of Patient 1. To the right is the plot of the bone age (vertical axis)
against the chronological age (horizontal axis) of Patient 1 (red dot) within
the + two standard deviations of the normal cases in the digital hand atlas.

Figure 18.10 shows an image page of the DICOM-SR report of Patient
2 including the original image (left) from which the BAA-CAD result was
obtained, the Greulich and Pyle atlas best-matched image (middle), and the
digital hand atlas best-matched image (right). The chronological age and the
CAD-assessed age of Patient 2, and the chronological age of the best-matched

Fig. 18.8. Nested DICOM-SR BAACAD petection op:
ocument erforme: L
templates for BAA-CAD. The Root P om BAA algorithm
AP

template is designed based on Analysis ; Single mage
performed Closest match finding (SIF):

the types Of OUtpLIt (AP) image (CMI) Ref. CMI
radiologists are required to

. AP: SIF:
review Development Ref. object in
curve(DC) normal DC

Finding
summary:
BAA-CAD age

Image library:
Digital hand
atlas
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Fig. 18.9. Integrating BAA-CAD with DICOM-SR. Left: The CAD report in
DICOM-SR format is based on the design of the DICOM-SR template as shown
in Fig. 18.8; Right: The plot of the CAD-BAA results of a patient (red dot) com-
pared with the normals and + two standard deviations in the digital hand atlas is
a component in the DICOM-SR template

image in the digital hand atlas are enclosed inside the green ellipse in the upper
right corner. The plot of the CAD-assessed bone age of the patient within the
+ two standard deviations of the normal cases in the digital hand atlas is
shown in the upper right corner. The best-matched digital hand atlas image
is obtained by using the CAD age of Patient 2 to search the digital hand atlas
in the order of race, sex and age. The image with the closest chronological age
(the best matched age)-is the matched image in the digital hand atlas. The
chronological age, BAA bone age, and the matched digital hand atlas age are
shown at the upper right of the screen within the green ellipse.

18.6 Conclusion

In order for CAD to be useful to aid diagnosis and/or detection, it has to
be integrated into the existing clinical workflow. In the case of image-based
CAD, the integration is with the PACS daily workflow. We have presented
the rationale and methods of CAD-PACS integration with emphasis in PACS
workflow profiles using the DICOM standard and THE workflow profiles.

In the PACS-based workflow approach, the CAD results do not reside in
the PACS server and storage; instead they are in the CAD server. PACS
images used by the CAD are linked with the CAD results so that both images
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Fig. 18.10. BAA-CAD GUI on the PACS workstation. Left: Original image; Center:
Best matched Greulich and Pyle atlas image; Right: Best matched digital hand atlas
image. The CAD-assessed bone age of the patient compared to the children in the
normal range in the DHA is shown in the plot

and CAD results in DICOM format can be displayed on the PACS worksta-
tion. We use an example in BAA on hand and wrist joint radiographs as an
introduction to the advantage of CAD and PACS integration for daily clinical
practice. In general, physicians can assess the bone age of a child using the
Greulich and Pyle method, but the question is whether the classic method is
still valid for assessing the bone age of children of today. With the integra-
tion of BAA-CAD directly into the PACS workflow, the radiologist has the
CAD results as the second opinion to assist his/her BAA and to confirm the
diagnosis.

In conclusion, the integration of CAD to PACS clinical workflow has many
distinct advantages:

e PACS technology is mature. Integrating CAD with the PACS can take
advantage of the powerful computers and high-speed networks utilized in
PACS to enhance the computational and communication power of the
CAD

e The DICOM-SR and THE workflow profiles can be readily applied to
facilitate the integration of CAD results to PACS workstations

e PACS-based query/retrieve tools can facilitate the CAD user to obtain
images and related patient data more directly from PACS for CAD
algorithm enhancement and execution
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CAD-PACS integration results can be directly viewed and utilized at the
PACS workstation together with relevant PACS data

The very large, dynamic, and up-to-date PACS databases can be utilized
by CAD to improve its diagnostic accuracy

To utilize the DICOM-SR content more efficiently, the current trends

for CAD and PACS integration is to promote the development of DICOM-
compliant databases and services which combine CAD findings and DICOM
key image references [5]. This incorporation allows content-based query/
retrieval of DICOM imaging studies based on DICOM-SR with its quan-
titative findings rather than header information of DICOM objects and/or
disease category. The benefits of querying/retrieving content-based imaging
data could have a large impact on medical imaging research and clinical prac-
tice. However, there are many challenges in the development of data mining
methodology for CAD including the following:

Collaboration with PACS vendors at multiple medical centers to open
access to both PACS and CAD data

Acknowledgment of Institutional Review Board (IRB) and personal health
information requirements for using human subjects for research with
information within the PACS

Adoption and utilization of DICOM-SR templates in all PACS vendors
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