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ABSTRACT 

 
The animal-to-researcher workflow in many of today’s small animal imaging center is burdened with proprietary data 
limitations, inaccessible back-up methods, and imaging results that are not easily viewable across campus. Such 
challenges decrease the amount of scans performed per day at the center and requires researchers to wait longer for their 
images and quantified results. Furthermore, data mining at the small animal imaging center is often limited to researcher 
names and date-labelled archiving hard-drives. To gain efficiency and reliable access to small animal imaging data, such 
a center needs to move towards an integrated workflow with file format normalization services, metadata databases, 
expandable archiving infrastructure, and comprehensive user interfaces for query / retrieval tools - achieving all in a 
cost-effective manner. 
     This poster presentation demonstrates how grid technology can support such a molecular imaging and small animal 
imaging research community to bridge the needs between imaging modalities and clinical researchers. Existing projects 
have utilized the Data Grid in PACS tier 2 backup solutions, where fault-tolerance is a high priority, as well as imaging-
based clinical trials where data security and auditing are primary concerns. Issues to be addressed include, but are not 
limited to, novel database designs, file format standards, virtual archiving and distribution workflows, and potential grid 
computing for 3-D reconstructions, co-registration, and post-processing analysis.   
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1.  INTRODUCTION  
 
1.1. Molecular Imaging and Small Animal Imaging Research 
 
Personalized medicine in the 21st century describes a bottom-up approach in diagnostic and preventative healthcare. It is 
based on understanding biological and disease processes at the molecular level to better characterize a patient’s physical 
condition and risks of disease. Imaging at the molecular level is largely used on small animal studies in disease studies 
pharmaceutical research to monitor molecular pathways non-invasively and at high spatial and temporal resolutions. As 
biology and disease increased, molecular imaging laboratories have become an integral part of translational research on 
academic and industrial campuses. Modalities such as optical imaging and autoradiography have coincided with a 
miniaturization of radiology modalities such as CT, PET, US and MRI to form these molecular imaging and small 
animal imaging labs. Each imaging modality type, with its own set of strengths and weaknesses, has provided various 
angles to observe sub-cellular enzyme, gene and protein activity without having to perform biopsies, thus reducing the 
number of animal sacrifices and enabling more accurate longitudinal biological experiments involving small animal 
trials. 
 
The current infrastructure requirements of a small animal imaging lab are framed  by the multiple modalities and vendor-
provided workstations to run post-processing software. Due to proprietary data formats and vendor-provided dedicated 
workstations, it is difficult for small animal imaging labs to share, or federate its computing and archiving hardware into 
cross campus and multi-disciplinary resources. There is a one-machine-one-modality infrastructure in today’s molecular 
imaging laboratories where post-processing and reporting features are all done on stand-alone computers dedicated to 
individual modalities. This infrastructure has apparent pitfalls for the future of personalized medicine in that: 
 
 1. High cost-per modality due to dedicated workstations limits work to one user per workstation. 
 2. Islands of non-compatible data stored on dispersed hard-drives are accessible only by proprietary software. 
 3. A lack of fault-tolerance in hardware as well as data makes reliable data mining an avoided feature. 
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 4. Inaccessible data and workstations from remote locations limit multi-campus translational research. 
 
Below is a diagram that demonstrates the multiple levels of today’s medical and biological sciences research. It provides 
insight into personalized medicine’s bottom-up approach to understanding disease and physiology. If a molecular 
imaging lab could bridge distances between its diverse imaging modalities with data normalization and its diverse users 
with an archiving and distribution system, more efficient interchange of knowledge within these biological organizations 
could make molecular imaging a more integral part of the 21st century’s personalized medicine 

  
Table 1.  Levels of biological organization and research. Source from Medical Physics Nikiforidis, G., et al. 1 

 
 
1.2. The Medical Imaging and Informatics Data Grid  
 
At the IPILab, the Medical Imaging Informatics Data Grid project utilized grid technology developed by the Globus 
Alliance to archive and serve clinical radiology images in the DICOM format. It includes all radiology imaging 
modalities that comply with the DICOM standard, meaning the outputted images can be transmitted, viewed, and 
processed all according to a set of formatting guidelines defined by the DICOM committee. Current modalities covered 
by DICOM are most commonly seen in CT, MRI, US, PET, DR, CR, and mammography. As a clinical archiving system 
for these modalities, the Data Grid acts similarly to a PACS. It has a DICOM listener at all grid-access-points; it is able 
to receive the DICOM file and extrapolate its header information into a DICOM-modeled database; and it provides 
DICOM query/retrieve functionality for other DICOM nodes or workstations. The Data Grid is different from a PACS, 
however, because it has built-in fault-tolerant replication of data and hardware that spans multiple geographic sites, it 
federates databases permitting user-specific enterprise access to the DICOM data, and it utilizes grid technology to 
retrieve files from remote sites quickly and securely.  
 
In 2005, the Medical Imaging Informatics Data Grid was first presented at the Radiological Society of North America 
conference as a solution for enterprise PACS Tier 2 backup. The application was to develop a solution for creating a 
physical copy of the PACS solution at an off-site location, in case the primary PACS goes down or the hardware holding 
the data becomes unavailable.  In the following year, the Data Grid project was adopted for imaging-based clinical trials 
in collaboration with the UCLA Thoracic Imaging Research Group. The rigorous patient privacy requirements of clinical 
trials allowed the Data Grid system to focus on features such as HIPAA-compliant user access control and auditing. In 
these previous Data Grid applications, the infrastructure was based on DICOM-compliance of the incoming data format, 
a need for web-based user interfaces for management and customized accessibility, and a reporting format to archive 
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non-image documentation. This manuscript will discuss how file format normalization can be achieved in molecular 
imaging, what features of the web-based user interface need apply, and how the Data Grid can support the reports 
generated in the molecular imaging realm.   
 

2.  METHODOLOGY   
 

The scope of this discussion covers steps towards integrating a Data Grid model into molecular imaging labs – data 
format normalization, user-interface requirements, and structured reporting of non-image type data. At the University of 
Southern California are the Image Processing and Informatics Lab (IPILab) and the Molecular Imaging Center which 
has collaborated for purposes of development and implementation of a Molecular Imaging Informatics Data Grid 
system. Both located on the Health Sciences Campus, the IPILab provides the infrastructure and software development 
resources for the project and the Molecular Imaging Center provides the small animal imaging laboratory environment 
and data with which this project was implemented.  
 
2.1        Molecular Imaging Informatics Data Grid Architecture 
 
The software architecture of the Data Grid system is shown in figure 1 below. At the top of the four layer hierarchy are 
three DICOM services that interact with the users, presumably DICOM-compatible workstations that either have images 
to be archived into the Data Grid, or are requesting DICOM images existing from within the Data Grid system. At the 
next user-level are three services that interact with the core grid components of the Globus Toolkit. It includes an 
indexing service that maintains where files are archived in the Data Grid, a metadata catalog service that extracts 
DICOM header information and updates the DICOM-modeled database for future querying, and lastly a DICOM-
Structured Reporting (DICOM-SR) catalog service that extracts textual content from the tree-like structure of a 
Structured Report defined by the DICOM Standard. The Core Middleware layer that these previous services interact 
with are primarily constituted by the technology provided in the Globus Toolkit. These include the Replica Location 
Service (RLS), Reliable File Transfer service (RFT), Database Access Interface (DAI), security measures such as 
certificate authentication, and GridFTP which is the file transfer method across public domain much like FTP. The 
bottom-most layer called Fabric describes the archiving storage system, networking, and database systems needed to 
house the Data Grid model. 
 

 
  Figure 1.  Overview Architecture of Medical Imaging Informatics Data Grid 
                                            Orange: developed at IPILab, Blue: Globus Toolkit, Grey: hardware 
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The physical computer components that make up the Data Grid architecture are grid-access-points (GAP), web servers, 
database servers, and high-capacity SAN or NAS storage silos. The grid-access-points are servers (one at each 
participating site) that function as the gateway into the Data Grid. It houses the top three layers of the Data Grid 
architecture seen in figure1, which makes the grid-access-point the primary component of the Data Grid system. It is 
both DICOM-compatible and utilizes the Globus Toolkit to transfer incoming files to SAN storage, other site nodes or 
directly to on-site user workstations. The next component is the web-server, which provides user interface pages such as 
log-in, uploading of DICOM files, and report viewing capabilities to on-site users. Access from users outside of a local 
network is not permitted for security purposes. For this reason, the web-server can also be hosted on the grid-access-
point if the hardware so permitted.  The database servers are unlike the previous two and do not require to be hosted at 
every site, but need to be redundant and available to all grid sites. It can be made secure by using firewall filtering and 
SSL secured connections from the grid-access-points. Redundancy of the databases is done via mirroring and monitoring 
services on each database server that guarantee updated data synchronization. The last physical components are high-
capacity SAN or NAS storage silos. For fault-tolerance, there is a minimum requirement of two participating silos, but 
can be expanded depending on the storage space requirements and back-up policies. These storage silos require the 
Globus Toolkit to be installed to permit GridFTP transfers and certificate authentication. They too should be protected 
behind firewalls to limit access to only known remote grid-access-points.  
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Figure 2.  Overview of the Data Grid model for Molecular Imaging Center at USC 

 
Figure 2 is a workflow overview of the USC Molecular Imaging Center (MIC) utilizing the Molecular Imaging 
Informatics Data Grid to archive and disperse its findings to other research facilities at USC. The USC Molecular 
Imaging Center receives requests for small animal imaging studies from faculty and research groups on campus.  After 
the MIC staff perform the planned set of imaging studies and generate reports of their findings, they upload the post-
processed images and reports to the grid-access-point through the on-site Data Grid web server. In Figure 2, the web 
server is located on the same machine as the grid-access-point. Upon receiving files, the GAP recognizes the file format 
and converts images and textual data into DICOM if they are not already in the “dcm” format for archiving and 
distribution. For example, TIFF images generated in autoradiography and the region-of-interest files generated by a 
microCT modality are converted to DICOM at the GAP before being archived via GridFTP to a remote SAN at the 
IPILab. The DICOM header information that holds the metadata for these images and reports are entered by users on the 
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Data Grid web-based user interface (UI) when the files are initially uploaded at attached during the DICOM conversion. 
At the third site, a clinical PET/CT radiology center for example, a GAP is also set up for researchers and participating 
radiologists who would benefit from access to imaging and report data generated at either the MIC or IPILab. They 
would be able to query/retrieve these cases of interest directly from the local GAP without having to access remote 
archives or licensed workstations just for viewing purposes. 

 
2.2 File Format Normalization 
 
The preliminary step in adopting a data grid model at a molecular imaging lab is file format normalization of images and 
findings so that they can be comprehended and viewable in non-proprietary systems. Because significantly more post-
processing is done using original raw data in the molecular imaging lab as compared to clinical radiology, not all raw 
data formats can nor should be converted into standardized formats such as DICOM. For these raw data formats a 
different type of archiving method is required, but will not be discussed here. However, the final results, generated by 
post-processing reconstructions and ROI analysis, are almost always viewable in 2-D images or transcribed into textual 
reports and excel sheets. Therefore the first step towards supporting the diverse modalities’ data in the Molecular 
Imaging Informatics Data Grid is to convert final output images and textual reports into DICOM with header 
information specifying the researcher and experimental metadata. Some image conversions needed are exhibited in table 
2 below. Note that ultrasound machines used in small animal imaging labs are similar to the ones used for clinical 
radiology so their output screen captures are already in DICOM format. 
 
 Table 2.  Imaging conversion methods for molecular imaging modalities. 
Modality Output Format Final Format Method 

MicroPET TIFF DCM Java Advanced Imaging 
MicroCT CT DCM Linear Transform 
Optical Imaging PNG DCM ImageIO 
Autoradiograph TIFF DCM Java Advanced Imaging 
Ultrasound DCM DCM None 
 
As for textual documents and excel sheets, a language parser is required to extract specified content of interest and 
constructed into a DICOM Structured Report using DCM4CHE. This will be discussed in the following section 2.4. 
 
2.3 Web-based User-Interfaces 
 
There are two methods to access images and reports stored in the Molecular Imaging Informatics Data Grid: a DICOM 
node such as a PACS workstation and DICOM viewer with query/retrieve functionality could pull studies from a local 
grid-access-point via DICOM protocol; or a user could log-in to the web-based interface hosted by an on-site web-server 
and view the images and reports there based on their user privileges. The benefit of the former option is compatibility 
with existing clinical PACS applications to allow radiologist to work in a familiar environment while doing their 
research. The benefit of the later is portability, customizable input and functionality, and grid management tools.  
 
The web-server could be located on the same server as the grid-access-point, but regardless, it interacts with the grid-
access-point as just another DICOM node. Figure 3 demonstrates the workflow of the Data Grid system with the web-
based user interface. The staff at MIC are able to upload images and text reports to the web server via HTTP to a local 
web server where file format normalization is performed before being archived into the Data Grid. The grid-access-point 
has a DICOM receiver, a Metadata Catalog Service, and a Structured Report Catalog Service that communicates with the 
database server before the actual files are archived in replicated storage silos. On the other end, researchers can access 
these images and reports also from the web-based user interface by logging in and giving requests to their grid-access-
points in the form of HTTP forms and buttons. The web page translates those requests into DICOM query/retrieve 
actions.  
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Figure 3.  Workflows for uploading and accessing molecular imaging images and findings using  

the web-based user interface, provided in the Molecular Imaging Informatics Data Grid. 
 
2.4 Structured Reporting 
 
A method is needed to normalize textual reports being generated by the various molecular imaging modalities. The 
current model is to generate reports by the small animal imaging lab staff using a simple copy-paste routing. Though this 
method is efficient for getting results to the researchers, it is not the efficient for data mining purposes and archiving. 
Thus the file format normalization is also required for report creation by conforming to the DICOM Structured Report 
standard. The benefits of this standard are not only compliance to DICOM header metadata, but are also seen in the tree-
like structure that allows content to have relational meaning rather than implicit containment of objects. To achieve 
compliance, the conversion algorithm requires knowledge of modality type and a language parser that can extract desired 
content from the various txt or excel files. The conversion algorithm will use dcm4che to construct the DICOM-SR file 
after the content of interest has been extracted. The result is a report can be managed in the metadata catalog service in 
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much the same way as a DICOM image file. The DICOM Standard currently has the Supplement 23 that defines general 
SR attributes such as observer information, completion flags, procedure description, and references to other SR files that 
the creator may find important for reference. Below is a diagram taken from Supplement 23 that describes the general 
structure of an SR report. Each content item can take the form of a various value types such as text, code, date, image, 
coordinate, uidref, waveform, etc. Each relationship can take the form of “contains”, “has properties”, “inferred from”, 
“has observation context”, etc. With such descriptive flexibility, DICOM-SR is a great mechanism to be adopted for 
reports generated in molecular imaging labs. 
 
Below in figure 4, is a sample viewer that can display an SR file. Such viewers can easily be integrated into the web-
based user interface for researchers to see their findings. 
 

 
      

            Figure 4.  Sample DICOM-SR document provided by IPILab, USC. Courtesy R2 Technology, Inc. 
 
 

3.   RESULTS and DISCUSSION 
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The Molecular Imaging Informatics Data Grid is currently being implemented at the USC Health Sciences Campus. 
Prior imaging studies that have been published and archived at the USC Molecular Imaging Center are being migrated 
into the Data Grid system. A total of 4 TB has been allocated on two separate storage silos for this initial phase. TIFF 
images have been converted to DICOM and certain text reports have been manually converted to the DICOM-SR 
format. A web-based user interface has been developed to manage grid services, to allow users to log-in and upload 
DICOM imaging studies and SR files, query, retrieve and view DICOM images and structured reports, and to allow 
customized anonymization of incoming DICOM files before archiving into the Molecular Imaging Informatics Data 
Grid. The next steps are to provide real-time support for imaging studies being generated at the MIC, to archive non-
DICOM data, and to allow remote researchers to create their own SR reports, and to plan and manage their experimental 
studies online.  
 
 

4.  CONCLUSION 
 

Adopting a Data Grid model into the molecular imaging and small animal imaging research community is a significant 
step towards molecular level research and a bottom-up understanding of medical diagnosis and treatment methods. Some 
challenges of multi-modal imaging infrastructure have been discussed to demonstrate the need for improved workflow 
and virtualized archiving, distribution and computational infrastructure for molecular imaging labs. Existing work in 
applying the Data Grid model towards PACS tier 2 backup solutions, where fault-tolerance is a high priority, and 
imaging-based clinical trials, where data security and auditing are primary concerns, have strengthened the 
understandings and approaches of applying a similar model into molecular imaging. Nonetheless this new arena of 
research and imaging presents its own set of challenges for the Data Grid project to explore. Novel database designs, file 
format standardization, archiving and distribution workflows are fundamental engineering steps toward a virtualized 
infrastructure in molecular imaging research. 
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Fig. 7 a The workflow
(numerals) of using the digital
hand atlas with CAD integrated
in PACS environment for bone
age assessment (BA) of
children. b Results of the bone
age assessment of a child using
the digital hand atlas are shown
on a PACS workstation (WS).
Upper left Hand image of the
child; upper right results;
bottom left Phanlangeal bone
regions of interest (ROIs);
bottom middle Carpal bone ROI.
CAD results (images in the
bottom row and text in the right
column) stored in DICOM SR
format allow the PACS WS to
retrieve and pair them with the
hand image (image in the upper
left) archived in the PACS
database and display them all on
the WS monitor as shown

The design of the LTVS requires a workflow study to
observe the physical location and movement of patient and
staff in the clinical environment. The environment includes
floor space and set up, various operating clinical information
systems like HIS, RIS, PACS, ePR, and imaging equipment.
Based on the analysis of this workflow study, a LTVS can be
designed using a wireless real-time location system, and a
facial biometric system or a finger print recognition system
integrated with the RIS. The LTVS uses wireless techno-
logy for tracking the location of patients and staff [12] and
facial (discussed in this section) [13] or fingerprint biometric
technology for automatically identifying staff and patients
[14–16]. By integrating these two technologies, LTVS sys-
tem provides a simple yet systematic solution to monitor and
automatically identify staff and patients in order to streamline
the patient workflow, protect against erroneous examinations
and create a security zone to prevent and audit unauthorized
access to patient healthcare data for partial compliance of the
HIPAA mandate.

Location tracking and verification system (LTVS) design

As an example, the design of the LTVS prototype system
in the outpatient radiological imaging center of the Health-
care Consultation Center II (HCCII), RadiologyDepartment,
USC is described. The components for the LTVS consists of a
facial biometric or a fingerprint recognition module (Fig. 8a,
in this example, the facial biometric is used), and a Wi-Fi
(wireless fidelity) based tracking module (Fig. 8b) integra-

Fig. 8 System architecture shows the location tracking and verifica-
tion system (LTVS) Server which consists of a web server application
that runs the LTVS web-based Graphical User Interface (GUI). a Facial
biometrics verification module with cameras. bWireless Location Tra-
ckingmodulewith tags. cWeb serverwithGUI for clients to access.Perl
Practical extraction and report language; FRS Facial biometric recog-
nition system; API Application programming interface ([14], Fig. 2)

ted into a web-based application (Fig. 8c). “Wi-Fi” stands for
certain types of wireless local area networks (WLAN) that
use specifications conforming to IEEE 802.11 network.
The facial biometrics recognition module (Fig. 8a) uses

software that calculates and analyzes landmark positions and
features on a face to verify a person’s identity.High resolution
USBvideo cameras are used for identity verification purpose.
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Table 1 Hardware and software components of the LTVS system

Hardware Software

Dedicated LTVS Server (PC Workstation, DELL DIMENSION
3000)

LTVS GUI web application Web server (Apache)

Wi-Fi tracking devices Wireless Access Points (D-Link Xtreme G
Router) Ekahau Wi-Fi tags

LTVS Tracking API PostGreSQL Database Ekahau Wi-Fi Positio-
ning Engine

Client Workstations (PC Workstation, DELL DIMENSION 3000) LTVS Facial Verification API (Neven Vision) Image-Capturing
software

Logitech USB Video cameras

System design and implementation were completed in-house

The facial biometrics recognition module has a database for
image storage. The tracking module (Fig. 8b) consists of a
wireless radio frequency solution that utilize IEEE802.11b/g
access points and Wi-Fi tags to track the current and histori-
cal location of patients and staff stored in the LTVS database
which is a local database located at HCCII. LTVS can be
connected to any Wi-Fi network, as a result it complies with
the IEEE 802.11b/g network standard described above. In
addition to location information, the integrated web-based
application (Fig. 8c) stores data inputs into the LTVS data-
base from both the facial biometric recognition module as
well as other data from the tracking module.
The LTVS application can be installed in any standard

PC workstation with a web browser. A web-based browser
capable Personal Digital Assistant (PDA) can also be uti-
lized as a mobile application for users to monitor patient
and staff and verify patient and staff identities [15]. Table 1
lists all the hardware and software components of the LTVS
system. Based on the workflow, system integration design
and the Graphical User Interface (GUI) would allow health-
care providers to extract real-time location information and
verify the identity of the patient and staff. The tracking and
biometrics module runs independently and synchronously
using theWindows 2000 Professional operating system. The
design of the LTVS server is modular in design to facilitate
any improvements and replacements in the future. The sys-
tem was demonstrated at the InfoRAD Exhibit, ninety first
Scientific Assembly and Annual Meeting of the Radiologi-
cal Society of North America Conference 2005 and received
Certificate of Merit Award [16].

LTVS operation

Patient registration First, a patient photo is captured at the
registration desk by the video camera, correlated with patient
information from RIS/HIS, and stored in the database of the
LTVS.

Tag assignment Then, the patient is assigned a Wi-Fi tag
which links the patient information, such as the patient name

and patient birth date. It is important to include a passive
biometric ID because tracking devices can be easily lost or
stolen and used to impersonate in order to gain access to the
environment.

Patient tracking Once the tags have been assigned to
patients or staff, the system allows the staff to access patient
location records including when, where and who. It also pro-
vides the ability to locate patients on a real-time location
tracking page in the Graphic User Interface (GUI) window.
In addition, the application provides a warning message to
the staff if a particular patient has been in one location (e.g.,
waiting room) beyond the time limit.

Information security

The system can trigger an alert if an unauthorized person
enters a pre-defined restricted area, (e.g. a reading room).
These pre-defined rules are set not only for areas within the
system coverage but also base on authorized and unautho-
rized staff. For example, a technologist would be allowed
within the Reading Room, but a patient would not. Pre-
defined rules could be re-configured within the LTVS to
reflect these restrictions.

Patient safety In order to prevent patient mis-identification,
before the patient enters the procedure room for an exam, the
technologist can verify the identity of the patient by captu-
ring the patient’s facial image, and the software verifies and
confirms the patient information including the patient ID,
name, and original photos.

User interface examples Figure 9 (left upper corner) shows
four user interfacemenus of the LTVS report system inwhich
the “Report” menu is being chosen (arrow) depicting the
tracking of patient John Doe. Figure 10 shows the LTVS
“Monitoring page” menu from where the real-time location
of patients and staff can be located in the image map of the
HCCII environment. Patients John Doe 1, staff 2, and staff
3 assigned with tags (Fig. 10, top middle) are tracked on
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Fig. 9 The Report Page” provides multiple choices for querying the
report from the database (see left column, arrow). For example, in the
figure, the GUI displays a window of patient John Doe, with RIS ID,
name, status tracking device number, location, event time, event date,
and system message saying “Patient waiting longer than 30min” ([14],
Fig. 3)

Fig. 10 The GUI showing a window of the floor plan of the clinical
evaluation site, USC Healthcare Consultation Center II (HCC II). This
example depicts that patient John Doe 1, staff 2 and staff 3 each had
been assigned a tracking tag. Their names, tag accession number, status,
and physical location are shown in event list table above the floor plan
([14], Fig. 4)

the map in real-time with their names displayed next to the
locations. The real-time walking movement can be tracked
on the map as well.

Benefits of LTVS

Based on the HCCII prototype system, LTVS demonstrates
the following benefit:

1. Apatient canbe clearly identified and tracked through the
course of examinations if the patient with a photograph
taken during the registration carries aWi-Fi tag. It allows
users to understand the operational bottlenecks at HCCII
and recommend an improved workflow.

2. Healthcare providers can know the patient location and
the overall time a patient spent during the examination.
Prompts can be put in place when the patient has remai-
ned in the waiting room for more than a specific amount
of time to decrease the waiting time as to track workflow
inefficiencies throughout the time the patient is within
the department (See Fig. 9, lower right Alert Message).

3. From a security standpoint, facial recognition will pro-
vide instantaneous and highly reliable biometric iden-
tity information, to be certain that the examination was
being performed on the right patient. It helps to prevent
misidentification of patients undergoing a radiological
procedure.

4. It improves the overall clinical management of policies
and procedures in a clinical environment in order to par-
tially fulfill HIPAA requirements for patient electronic
data security.

Integration of image-based diagnosis with
treatment—minimally invasive spinal surgery (MISS)

Diagnosis and treatment

This section discusses the concept of bridging the gap bet-
ween diagnostic images and surgical treatment in the sense
that real-time images are obtained continuously guiding the
surgeon to perform the operation. Figure 11 left and right
show the diagnostic image domain and the treatment domain,
respectively. The arrow in the bottom bridging the chasm
between these two domains creates a continuum between
diagnosis and treatment. In this discussion, minimally inva-
sive spinal surgery (MISS) is used as an example to explain
the steps involved. The two real-time imaging techniques
used are digital fluoroscopic (DF or DR, see Fig. 11) and
endoscope video images (Endo). The underlining informa-
tics technologies are data collection anddepository in the ePR
data base, and patient outcomes analysis based on data in the
ePR database. Data collection and depository include from
ePR with images distribution, PACS data and other relevant
medical images not included in PACS, pre-surgical images
and data during patient consultation, intra-surgical real-time
images and vital signs data, and post-surgical observation
and vital signs data.

MISS

Back and neck pain is the price human beings pay for poor
posture, prolonged sitting, lifting, repeated bending, obesity,
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Fig. 11 The creation of a
continuum across the chasm
from diagnosis to treatment. The
traditional patient workflow is
that the patient was first
diagnosis with imaging
techniques, then surgeon
performs the surgery based on
the diagnosis. It is rarely
happened that the surgeon
performs image-guided surgery
until very recently. The example
in MISS illustrates that now the
surgeon performs the spinal
surgery under the guidance of
two real-time imaging
techniques: Endoscope and DR
(left second row)
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and injury from accidents. This ailment gives the United
States with a massive economic headache. Approximately
85% of inhabitants of the Western world are afflicted with
some degree of back or neck pain at some point in their
lives. About 25% of our population has been incapacitated
for two weeks or more due to back pain and an estimated
8–10million people have a permanent disability from it. The
economic impact is obvious. Inmost cases, simple treatments
such as bed rest, exercise, physiotherapy, and pain medica-
tion bring relief. Many sufferers are not so fortunate. If one
or more of their vertebral discs ruptures and presses on nerve
roots, the pain radiating from the back or neck and down the
limbs can be incapacitating and severe. Until recently, the
only treatment was surgical removal of part of the ruptured
disc, a major operation that required general anesthesia, the
dissection ofmuscle, removal of bone, manipulation of nerve
roots, and, at times, bone fusion. In an effort to overcome the
disadvantages of traditional surgical techniques, the scienti-
ficmedical community began exploring the use of endoscopy
(arthroscopy) for MISS operation.
An endoscope provides clear visualization and magnifi-

cation of deep structures in real time. With the advance-
ment of scientific technology and miniaturization, including
fiber optics, video imaging technology, laser treatment and
experience gained through minimally invasive spinal sur-
gery, there is a less traumatic discectomy procedure for some
patients with disc problems. In the recent years, develop-
ment of image-guided surgery has improved the precision
and reduced surgical tissue trauma [17].

The MISS procedure

Depending on the type of spinal surgery, theMISS procedure
is done with the patient under either a local anesthesia or in
some situations, a brief general anesthesia. External real-time
minimal exposure digital fluoroscopy (DF) is used to guide
the surgeon to pinpoint the exact location of the disc under
consideration based on pre-surgical evaluation ofMRI spinal
scans. After the location of the problematic disc is marked on
the skin, a small hollow tube (about 6mm) is inserted by the
surgeon into the disc space. An endoscope and a variety of
MISS surgical instruments can be inserted through the hollow
tube including mini-forceps, curettes, trephines, rasps, burrs,
cutters, and other types of probes for disc decompression
guided by real-time continuous endoscopic video images.
Lasers are also used to shrink and tighten the disc and to
remove portions of the protruded disc. The procedure takes
about 30min per disc on the average. The discectome, a hol-
low probe, is used to cut, suction and remove small pieces
of disc material until enough disc material is removed for
decompression of the nerve root. A laser is used to shrink
and to tighten the disc. The supporting structure of the disc is
not affected. Upon completion, sutures and a small band-aid
are applied to the external incision. This endoscopic proce-
dure is also used currently for bony decompression in spinal
stenosis. [18,19] Based on a 4,000 patient study at the Cali-
fornia Spine Institute (CSI) [20], endoscopic spine surgery
has a patient satisfaction score of 91%, and a 94% success
rate (for a single level of disc problem). The complication

123

69




