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SUMMARY 
 
With the backdrop of historical change that our nation is encountering, the Image Processing and 
Informatics Laboratory (IPILab) has also undergone change this last year – although not as dramatic but 
equally as significant related to medical imaging research.  The lab has traded gorgeous sunset views of 
Marina del Rey for a more closer integration on the Health Science Campus, USC and its clinical 
academic research activities in April of 2008.  Our new lab location is housed in the Doheny Eye Institute 
located in the hub of major clinical healthcare and research facilities such as the University Hospital, 
Healthcare Consultation Centers I and II, Norris Cancer Center, and the Zilka Neurogenetic Institute.  We 
held an Open House event shortly after moving in and if you missed it, you are still welcome to drop by 
anytime for a personalized tour.  Details about our new location and the Open House event are included in 
the succeeding pages of this annual report.  In 2008, with the new location, IPILab has continued to 
receive research support; encountered expanded growth in scientists and new clinical collaborations while 
solidifying and bridging the gap between clinical and engineering sciences. Some of the accomplishments 
are detailed: 

 
1. Education and Training 

 
In June 2008, past and present trainees from our T32 Training Grant from the National Institute of 
Biomedical Imaging and Bioengineering (NIBIB), National Institutes of Health (NIH), DHHS entitled: 
“Biomedical Imaging Informatics Training Program” effective September, 1, 2005 – August 31, 2010, 
totaling about US$1.6 million, attended the biennial conference for all T32 training programs across the 
country in Washington, DC.  Dr. Brent Liu, coordinator of the training program and all current trainees 
also participated in the conference. They presented their research work and networked with other faculty 
and trainees from the various programs. The PI and Co-PI are Dr. H.K. Huang of Radiology and 
Biomedical Engineering Departments (BME) and Dr. Michael Khoo of BME, respectively. Dr. Huang 
was invited to speak on the significance and impact of Medical Imaging Informatics in research and 
education. Existing trainees continue receiving national recognition as first author in national 
presentations, proceedings papers and peer-reviewed chapters and papers.  We successfully recruited two 
additional T32 Postdoctoral Fellows, 1) Richard Lee, graduating from our own neighborhood of the Keck 
School of Medicine and is applying to the USC Radiology Residency Program and 2) Murali Krishna 
Meka, M.D., who received his residency training in Nuclear Medicine from St. Luke’s Roosevelt 
Hospital, New York and is now completing a Fellowship in Nuclear Medicine, USC. Two current USC 
BME Ph.D. students are continuing the program.  Two Postdoctoral Fellows from the USC Radiology 
Residency Program, Drs. Paymann Moin and James Fernandez and one USC BME Ph.D. student, Anika 
Joseph, M.S. have completed their training.  The two MD’s plan to continue their research while finishing 
up their Radiology Residency while the Ph.D. student will take her training and continue her work at 
Cedars Sinai Hospital by applying it to her thesis topic in the field of optical imaging. 
 
The USC Summer Undergraduate Research Programs continue to fund our efforts to recruit and to foster 
bright young undergraduate students searching for future academic research directions. This last summer 
we were able to recruit four undergraduate students from the BME program. This program continues to be 
important bedrock for the future of Medical Imaging Informatics research. Two of them have remained as 
Student Assistants in IPILab after the summer. 
 
Other new additions to our lab, which are a direct result of being closer on the Health Science Campus 
include, Robert Leiberman, a medical student intern, Gautham Raghavendhar, Ruchi Deshpande, and 
Hanyi Chrisman, all Master’s student interns from the BME graduate program. 
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In addition to the milestones mentioned above in the T32 training program, Dr. Aifeng Zhang completed 
her Ph.D. in BME and a Post Doctoral fellowship with IPILab and has taken a research scientist position 
at UC San Francisco.  Dr. Brent Liu has accepted the position as co-Chair for the “Advanced PACS-based 
Imaging Informatics and Therapeutic Application” Conference of the SPIE Medical Imaging Conference. 

 
2. Research Projects 

 
We have continued in our new areas of Medical Imaging Informatics research: 1) a DICOM-RT based 
ePR system with Decision Support for Managing patients treated with Proton Beam Therapy; 2) CAD for 
Neurological Pathologies including Multiple Sclerosis detection and management on MRI, small Acute 
Intracranial Hemorrhage detection on CT, and image-based in characterization of ischemia and 
hemorrhage in stroke patients; 3) CAD-PACS Integration Toolkit; 4) A surgical ePR system for Image-
Assisted Minimally Invasive Spinal Surgery (MISS), the prototype system is under clinical evaluation; 
and 5) Clinical validations of bone age assessment of children. The DICOM-RT ePR system had two 
papers accepted for publication in Radiographics, and CAD bone age assessment work were published in 
Radiology directly resulted from 2007 RSNA presentations. We enjoyed another successful RSNA 
conference in November 2008 with a total of twelve presentations.  Other existing long term research 
projects such as the Data Grid have continued to progress, and have expanded clinical applications in 
imaging-based clinical trials, small animal imaging, and Breast Cancer imaging.  We have participating 
clinical sites for the Bone Age Assessment research including children from Women’s and Children 
Hospital, USC; Hong Kong; Pisa, Italy; Tehran, Iran; and Taiwan. Some of the research work continues 
to be supported by extramural finds including NIH, U.S. Army Medical Research and Materiel 
Command, and the private industry.  

 
3. Industrial Collaborations  

 
IPILab has continued R & D collaborations with the private industry including but not limited to: 
Fujifilm, USA in the development of PACS tools; Cedara in their PACS workstation display software; 
Calgary Scientific, Inc. in 3-D thin-client server system; and SurgMatix, USA in the development of an 
ePR System for minimally invasive spinal surgery; and Global Care Quest, Inc. in providing PACS and 
DICOM expertise for product validation. We are also in communication with multiple manufacturers for 
collaborations in our various existing research products.  

 
As described in the Table of Contents, this 2009 Annual Report includes materials related to the new 
IPILab location, IPI R & D plans and current results, selected published and in-press peer-reviewed 
papers during the year, as well as preprints to appear in the Proceedings of the International Society for 
Optical Engineering (SPIE) in Medical Imaging, Orlando, Florida, February 8-13, 2009. 

 
Our research has been supported by: 

• NIH/NIBIB R01 EB 00298 
• NIH/NLM Training Grant T15 LM07356 
• NIH/NIBIB Biomedical Imaging Informatics Training Grant T32 EB 00438 
• USAMRMC/Henry M. Jackson Foundation Subaward 53-5149-5600  
• USAMRMC/TATRC AAMTI Subaward 2007011185 
• USC Undergraduate Research Award No.  22-2149-6044 
• USCRA Research Fund 3051-00 
• Array Corporation, Japan 
• Fujifilm, USA 
• MI2, USA 
• SurgMatix, USA 
• Global Care Quest, Inc, USA 
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Evaluation of a computer-aided detection algorithm for timely 
diagnosis of small acute intracranial hemorrhage on computed 

tomography in a critical care environment 
 

Joon K. Leea, Tao Chanb, Brent J. Liua, H.K. Huanga 

aImage Processing and Informatics Laboratory, Department of Radiology 
University of Southern California, Doheny Eye Institute Building,  
1450 San Pablo Street, Suite 2100, Los Angeles, CA, USA 90033; 

           bDept. of Health Technology and Informatics, The Hong Kong Polytechnic University,  
Hong Kong, SAR, China 

ABSTRACT 

Detection of acute intracranial hemorrhage (AIH) is a primary task in the interpretation of computed tomography (CT) 
brain scans of patients suffering from acute neurological disturbances or after head trauma. Interpretation can be difficult 
especially when the lesion is inconspicuous or the reader is inexperienced. We have previously developed a computer-
aided detection (CAD) algorithm to detect small AIH. One hundred and thirty five small AIH CT studies from the Los 
Angeles County (LAC) + USC Hospital were identified and matched by age and sex with one hundred and thirty five 
normal studies. These cases were then processed using our AIH CAD system to evaluate the efficacy and constraints of 
the algorithm.   

Keywords: CAD, Brain, Computed Tomography, CT, Intracranial Hemorrhage, Algorithm 
 

1. INTRODUCTION 
Intracranial hemorrhage within the brain can be divided into intraaxial and extraaxial categories. Intraaxial hemorrhages 
include intraparenchymal hemorrhages (IPH) and intraventricular hemorrhages (IVH) while extraaxial hemorrhages 
encompass epidural hemorrhages (EDH), subdural hemorrhages (SDH), and subarachnoid hemorrhages (SAH).  

AIH is often a sequela of head trauma and can result in acute neurological disturbances. Identification of AIH is of 
paramount clinical importance as its presence and nature dictates distinct management and treatment strategies. 
However, clinical signs, symptoms, and other parameters are insufficient to accurately differentiate AIH from other 
etiologies of neurologic disturbance [1,2]. Therefore, CT has long been the primary modality for detection and 
characterization of AIH due to its wide availability, quick performance, and ready depiction of AIH. 

In most parts of the world, emergency department physicians, internists, or neurosurgeons are often the first to read CT 
studies, particularly when a radiologist’s expertise is not immediately available. The skill of such acute care physicians 
has been shown to be imperfect based on receiver operating characteristic (ROC) studies [3]. Further, radiology residents 
have been shown to infrequently overlook hemorrhage on brain CT [4]. Among even the best human observers, errors in 
image interpretation are inevitable [5].  

It is envisioned that CAD will help improve the accuracy of detecting AIH and decrease the risk of misdiagnosis and 
mismanagement. The ultimate goal of this study is to develop a CAD system to integrate within the clinical environment 
and to evaluate and refine a CAD algorithm [6] developed to detect small AIH. However, this system differs from other 
CAD products in that it is intended to be used by clinicians other than radiologists and that the likelihood of true AIH in 
identified candidate lesions is rated based on anatomical positions and imaging features. 

In 2007, we presented a CAD system for the detection of small AIH. The purpose of this study is to validate the efficacy 
of that system and use the results to develop a CAD system for clinical implementation and evaluation using a larger 
data set derived from an acute care setting. 

20



2. METHODOLOGY 
2.1 Study Population 

Final reports signed by staff radiologists for all non-contrast CT’s of the head performed from 2005 to 2008 were 
extracted from the LAC+USC hospital information systems, parsed, and imported into a custom database for data 
mining. One hundred thirty eight patients were identified who were reported to have AIH and whose studies were 
available for export. Each patient was matched by age, sex, and ethnicity with a control patient who was reported to have 
a normal study. Available studies were exported out of the Department of Radiology PACS as DICOM files and the 
headers were anonymized. This retrospective study was approved by our institutional review board. 

2.2 CT Acquisition 

All CT studies included in the present study were acquired employing a Picker PQ 5000 or 6000 single-slice CT scanner. 
Acquisition parameters include 5 mm collimation, 130 kV, and beam currents of 30 mA.  

2.3 CAD System 

The CAD system was developed using MATLAB (The MathWorks, Inc., Natick, MA, USA) and modified from an 
earlier iteration to run in batch mode without any user intervention. The system ran on a 1.8 Ghz Intel Core 2 Duo laptop 
with 2 megabytes of RAM. A flowchart of the CAD algorithm is illustrated in Figure 1. Image processing and analysis 
methods used by the system are listed in Table 1.  

Intracranial contents are segmented by global thresholding and morphological operations followed by contiguity 
analysis. Noise reduction using median filter and adjustment for CT cupping artifacts are performed. The intracranial 
contents are realigned into the conventional orientation after automatic localization of the mid-sagittal plane and 
boundaries of the series of images. Then, high attenuation components are segmented as candidate AIH from each of the 
axial sections based on top-hat transformation and subtraction between the two halves of the images. Image features of 
the candidate regions are then quantified. The candidate AIH are given anatomic context by registration against a 
normalized coordinate system developed for this project. Then, the features and coordinates are used in a rule-based 
classification system to reduce false positives due to normal variants and artifacts. 
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Fig. 1. Schematic diagram of the CAD system. Intermediary outputs of an image showing right basal ganglia hemorrhage 

illustrate the effect of individual steps.  

Table. 1. Details of individual image processing and analysis steps in the CAD system as outlined in Fig. 1. 

Steps Methods Purposes 
Segmentation of intracranial contents Global thresholding and morphological 

operations 
Remove structures not contiguous with 
the main central bulk of intracranial 
contents 

Remove bones of skull and face 
Remove scalp, orbits, and other head and 
neck soft tissue 

Preprocessing of intracranial contents Median filtering 
Adjustment of intensity according to 
distance from the skull 

Denoising 
Correction for CT cupping artifacts 
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Automatic realignment of images Automatic localization of limits of brain, 
ventricles, floor of anterior intracranial 
fossa, mid-sagittal plane 

Align the brain into normal position 

Extraction of candidate AIH Top-hat transformation  
Subtraction between the two sides 
 

Highlight local high density regions 
Extract asymmetrically high density 
regions 

Localization of candidate AIH Registration of the brain in question 
against a normalized coordinate system 

Render the candidate AIH anatomical 
information 

Knowledge-based classification of AIH Rule-based system with inputs of image 
features and anatomical coordinates of the 
extracted candidates 

Distinguish genuine AIH from false 
positives resulting from noise, artifacts, 
and normal variants 

 

2.4 Display of output 

The contours of potential and genuine AIH are overlaid in different colors onto a duplicate of the original images. This 
permits juxtaposition of original input and CAD output images. A custom visualization tool was developed to facilitate 
inspection and to record analysis. A screenshot of the graphical interface is shown in Figure 2. 

 
Fig. 2. Screenshot of CAD visualization tool. The original images are displayed in the left window while the output images 

with overlay of the outlines of AIH are displayed on the right.  

3. RESULTS 
The performance of the system was described by sensitivity and specificity pairs on both per lesion and per case bases. 
The per lesion descriptors are more informative when number or size of lesions need to be quantified, or when the 
performance of detecting some particular type of lesion is of interest. On the other hand, the performance on a per 
patient or per case basis is of more clinical relevance for the diagnosis of AIH as management options depend on the 
presence or absence or lesions rather than the quantity of lesions. 
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In the following section, a CAD output is counted as true positive if it overlaps at least part of the true AIH as 
determined by radiologists.  

The actual presence of a lesion was based on the gold standard of the final report signed by a staff neuroradiologist. For 
each combination of lesion and location, a unique lesion was noted to exist in this study. Thus, a single study could 
possibly represent multiple AIH categories at multiple locations. The success or failure of the CAD system was based on 
whether such lesions derived from the final report were correctly identified. Specifically, all distinct lesions described in 
the final report were compared against CAD-identified candidate lesions by visual inspection. A successful detection 
was confirmed if any region of the lesion, regardless of the size, was correctly outlined by the CAD system. A logical 
next step would be establishment of an ROC study.  

On a per patient basis, if any one of the CAD outputs for a particular patient is a true positive, then the case is counted as 
true positive, disregarding whether the other outputs are true or false positive. If there are one or more CAD output(s), 
none of which are true positives, the study is considered a false positive. On the contrary, if there is no CAD output for a 
particular patient, but there is a genuine AIH, the case is considered a false negative. If there is no CAD output for a 
patient in whom an AIH exists, the case is counted as a true negative. 

Represented in the 135 studies were 20 studies with IPH, 14 with IVH, 91 with SAH, 53 with SDH, and 13 with EDH. 
The overall sensitivity in lesion detection was 69.6% (167/240) (Table 2). However, in some cases, the system correctly 
identified the location of the AIH but subsequently categorized the candidate lesion as not being a true AIH. With this in 
consideration, the overall sensitivity in lesion identification was 84.2% (202/240). 

 
Table 2. Summary of CAD results according to type of individual AIH on a per lesion basis. TP: True positive; TP » FN: 

Correctly identified lesion but incorrectly classified as not being true AIH; FN: False negative. 

 IPH IVH SAH SDH EDH Total AIH 
Studies 20 14 91 53 13 191 
TP 20 10 72 53 12 167 
TP » FN 5 6 17 5 2 35 
FN 3 6 19 10 0 38 

 

On a per patient basis, the overall sensitivity was 77.0% (104/135) (Table 3). Similar to the per lesion basis, when 
correctly identified but incorrectly classified AIH is taken into consideration, the overall sensitivity in lesion 
identification was 89.6% (121/135).  

 

Table 3. Summary of CAD results on a per patient basis. 

 AIH Cases 
Studies 135 
TP 104 
TP » FN 17 
FN 14 

 

Our control cases returned 100% false positive results primarily originating around the falx most likely due to an error in 
the registration of the brain against the internal, normalized coordinate system used by the CAD system. Incorrect 
application of the coordinate system would apply inconsistent or erroneous rules-based logic in determining the nature of 
a candidate lesion. Interestingly, corresponding false positives around the falx were not replicated in the CAD output of 
true AIH cases. To address this possible source of error, we will have to audit that segment of the algorithm to determine 
whether the coordinate system is being oriented properly and consistently. 

The current system has not been optimized for speed and continues to take an average of approximately 15 s per image 
to produce the CAD output. Actual times vary substantially for each case and depend on the number of images and 
candidate AIH regions to be evaluated by the classification system. This can mean that the time required to perform the 
CAD can be an important factor in the design of an integrated CAD system. 
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4. CONCLUSIONS 
4.1 Detection of AIH 

In a departure from our prior assessment, we selected random AIH cases to test against the CAD system from an 
institution in the United States as opposed to the original study that was performed in Hong Kong. It appears that some 
component of the CAD system may not be functioning optimally in response to these differences which is a normal 
outcome in CAD when changing population groups. That the core of the algorithm has not changed suggests that the 
performance decrement may stem from discrepancies in acquisition protocols between the two sites, in the knowledge-
based classification system, or the combination thereof.  More investigation is needed and is ongoing. 

If we compare the sensitivity of the CAD system on a per lesion basis from our previous study [6] (training cases with 
84.4% and validation cases with 82.6%) to the sensitivity of candidate lesion identification in this study (84.2%), we find 
that the performance of the identification component of the CAD system appears consistent. This may suggest that the 
source of our underlying performance issue lies in the elements associated with the classification system. 

This dataset of random AIH cases included studies in which multiple AIH lesions existed concurrently and throughout 
the entire brain. The CAD system identifies candidate AIH regions in part by comparing pixel intensity in presumably 
normal contralateral anatomic regions. This process is particularly useful in identification of lone AIH. However, when 
multiple AIH exist in bilateral distributions across hemispheres, this procedure can be compromised yielding unexpected 
results. These conditions may account for some the false negative results. 

4.2 Future Development 

CAD systems development continues to be a major activity in the field of radiology. Recently, CAD systems have been 
applied to polyp detection in CT colonoscopy [7], mammography [8], pulmonary nodule detection [9], and traumatic 
brain injury [10]. Detection of small AIH continues to be an area amenable to the development of computer algorithms 
and CAD systems accurate enough to assist clinicians in emergent conditions. The combination of the results of this 
study and our prior study still support the idea that our CAD system can be refined into an integrated practice aid. 

In the near term, we will need to isolate the source of the performance decrement in the CAD system to re-attain the 
levels established in our prior study. The success of AIH lesion identification seems unaltered lending support to the 
overall approach. A more in depth comparison of the captured images from LAC+USC versus Princess Margaret 
hospital in Hong Kong [6] and a review of the knowledge-based classification system may yield a quick solution to this 
current issue and a resolution to our false positive controls. We will likely rerun these acquired cases and controls 
through a new iteration of the CAD algorithm before continuing with our plan to perform a multisite assessment of the 
system. 

Next, as most institutions upgrade their equipment to multislice CT scanners, the adaptation of this CAD algorithm to 
thin-slice images generated from these new machines may yield more accurate results. Such images are less prone to 
artifact and the contrast between AIH and normal parenchyma is higher as thinner sections make volume averaging less 
of a problem, even for small lesions. Furthermore, AIH may be better characterized in these newer acquisitions by their 
three dimensional morphology or interrelation. This is planned for the near future as we collect more cases during the 
clinical evaluation. 

The design of a fully integrated CAD system will need to take into consideration the current processing time of the 
algorithm. The MATLAB code is currently not optimized for speed and takes an average of 15 s per slice. This means 
that the aggregate time to completion for the CAD algorithm can extend into the minutes. Such duration affects 
workflow considerations, particular when we consider the intended audience and role of this tool within the clinical 
milieu. The future incarnation of the CAD system will need to reflect either code migration to a better performing 
programming language or optimized MATLAB code to achieve gains in speed. If these remedies and/or hardware 
investment do not decrease the latency, the architecture of the CAD system may require non-real time or parallel 
processing prior to a study’s arrival at a reading station.  

We continue to envision a CAD system that can be implemented into daily clinical practice in the emergency 
department. It is believed that the system can be used as a triage tool for patients suffering from minor neurological 
disturbances or head trauma. After CT is performed, clinicians can read the images with support from the CAD system 
and make the appropriate treatment and management decisions. 
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ABSTRACT 

The chest x-ray radiological features of tuberculosis patients are well documented, and the radiological 
features that change in response to successful pharmaceutical therapy can be followed with longitudinal 
studies over time.  The patients can also be classified as either responsive or resistant to pharmaceutical 
therapy based on clinical improvement.  We have retrospectively collected time series chest x-ray images of 
200 patients diagnosed with tuberculosis receiving the standard pharmaceutical treatment.  Computer 
algorithms can be created to utilize image texture features to assess the temporal changes in the chest x-rays 
of the tuberculosis patients.  This methodology provides a framework for a computer-assisted detection 
(CAD) system that may provide physicians with the ability to detect poor treatment response earlier in 
pharmaceutical therapy.  Early detection allows physicians to respond with more timely treatment alternatives 
and improved outcomes.  Such a system has the potential to increase treatment efficacy for millions of 
patients each year.       
 

Keywords: CAD Development, Lung, Directly Observed Treatment Short Course (DOTS), Tuberculosis, Chest X-rays, 
Outcomes 
 

1. INTRODUCTION 
With a prevalence of one-third of the world’s population, tuberculosis (TB) is the leading cause of infectious disease in 
the world [1]. Eight million people annually become infected with TB, and two million people die each year from 
disease caused by TB.  According to the World Health Organization (WHO), disease burden caused by TB 
disproportionately affects developing countries where many essential medical services are limited or non-existent, 
especially China [2].  

TB is caused by Mycobacterium tuberculosis, a bacterium that spreads via inhalation. Although 90% of people infected 
with mycobacterium tuberculosis are asymptomatic (referred to as latent TB infection), 10% of people infected with the 
bacterium go on to develop tuberculosis disease in their lifetime. Although it can attack the central nervous system, the 
lymphatic system, the circulatory system, the genitourinary system, the gastrointestinal system, bones, joints, and even 
the skin, tuberculosis primarily infects the lung tissue. Such lung infection with mycobacterium tuberculosis is referred 
to as pulmonary TB.   

The definitive diagnosis of TB requires the positive identification of cultured mycobacterium tuberculosis in a clinical 
sample, commonly of patient sputum. However, when the culture method of diagnosis is not possible, a probable 
diagnosis can be made using a tuberculin skin test or using imaging, most commonly chest radiography [3]. 
Furthermore, the sensitivity of the particular strain of mycobacterium tuberculosis to the various anti-TB drugs can be 
determined by checking for growth of the particular bacterial strain on agar plates prepared with the anti-TB medications 
in question.  
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1.1 Radiologic Features of TB Infection 

Given that TB primarily infects the lung tissue, chest radiography has become the primary modality used around the 
world to aid in the diagnosis and management of TB patients.  The general pathology of TB infection is often described 
as exudative, proliferative, caseating, and often calcifying.  Radiographically, the initial parenchymal focus of TB 
presents as granulomatous tissue or mature fibrous tissue appearing as a lung nodule. Lymph node enlargement is one of 
the most common presenting abnormalities on chest radiograph, most commonly unilateral and in the hilum or 
paratracheal region. Airspace consolidation is also common and is usually unilateral. Pleural effusion is often found 
unilaterally on the same side as the primary focus of TB. Other common radiographic findings include but are not 
limited to focal or patchy heterogeneous consolidation of the apical and posterior segments of the upper lobes and the 
superior segments of the lower lobes, as well as poorly defined nodules and linear opacities, cavitary lesions, and 
tuberculomas [4].          

1.2 TB Treatment:  Directly Observed Therapy – Short Course 

The standard pharmaceutical treatment for tuberculosis infection involves directly observed therapy [5].  Directly 
observed therapy treatment for TB was created because, although TB is curable in almost all cases, most experts agree 
that patients’ inability to adhere to sufficient uninterrupted therapy has prevented the total elimination of TB infection in 
the world. Directly observed therapy treatment requires the observation of the patient by a health care provider or other 
responsible person as the patient ingests anti-TB medications [5]. In Hong Kong, the directly observed treatment – short 
course (DOTS) is the preferred form of TB treatment. Patients undergo treatment with Isoniazid, Rifampicin, 
Pyrazinamide and either Ethambutol or Streptomycin in the initial 2 months, followed by two drugs, Isoniazid and 
Rifampicin, in the subsequent four months. Timely radiological evaluation, using a time series of chest x-rays, is useful 
in following the progression or resolution of TB disease in patients undergoing DOTS therapy. 

1.3 Drug Resistant Tuberculosis 

Even with the implementation of DOT treatment for TB, drug resistance is common. Various isolates of mycobacterium 
tuberculosis exist that are resistant to one or more of the commonly used anti-TB drugs. Disease manifested as a result of 
infection with one of the resistant TB strains is referred to as drug-resistant tuberculosis. When the particular TB strain is 
resistant to at least Isoniazid and Rifampicin, it is more specifically referred to as Multidrug-Resistant Tuberculosis 
(MDR-TB). It is estimated that China and India together represent approximately 50% of the total number of MDR-TB 
cases in the world [6].  

Although drug-resistance can be diagnosed during the initial sputum culture, they are often inaccurate and take six to 
eight weeks for drug sensitivity results to be determined. By the time the culture and sensitivity results are known, the 
patient has most likely been taking DOT therapy for almost two full months or almost one-third of the total duration of 
DOT therapy. Furthermore, the medical supplies needed to perform culture and sensitivity tests on patients being tested 
for TB are not available at all medical facilities. More commonly, TB patients are not diagnosed with drug-resistant 
tuberculosis or MDR-TB until it is recognized that the patient’s symptoms continue to worsen while undergoing DOT 
therapy.  

In the context of recognizing drug resistance based on patient response to DOT therapy, chest radiography in 
conjunction with clinical, laboratory, and microbiological parameters play an invaluable role in the monitoring of TB 
patients undergoing DOT therapy. Because many of the sophisticated medical supplies required to monitor the 
laboratory and microbiological parameters of TB patients are not readily available to many laboratories throughout the 
world [6], chest radiography can be used to monitor changes in the radiographic findings mentioned in section 1.1 of 
patients undergoing DOT therapy. The radiographic changes alert a physician to the possibility of treatment failure.  
However, patients responding to DOT therapy may not show favorable signs of improvement until four to six weeks 
following the initiation of treatment, and treatment failure may not be recognized for a significant period of time beyond 
this window. By the time treatment failure is recognized, the disease progression has occurred and valuable resources 
may have been wasted.  

Therefore, timely and effective treatment of TB minimizes disease progression, decreases the contagiousness of a 
patient, and helps control the spread of the disease. However, the prevalence of drug-resistance and DOT treatment 
failure prevent the timely and effective treatment of TB and lead to poor outcomes. The chest radiographs of TB patients 
undergoing DOTS treatment will be used to develop a digital image analysis algorithm that utilizes subtraction images 
created from the original chest radiographs. Analysis of the subtraction images will be done in order to determine which 
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statistical parameters or image analysis correlates with a patient’s response to DOTS therapy. Thresholds will be 
determined based on the patient subtraction images in order to assist in the early establishment of successful TB 
treatment response versus TB treatment resistance in future TB patients. A CAD system will be created utilizing the 
chest radiograph algorithm in order to provide early detection of treatment failure to physicians. With successful results, 
the CAD system may improve TB outcomes of millions of patients worldwide.    

2. METHODS 
2.1 Patient Selection 

We selected 200 patients from TB clinics of the Department of Health in Hong Kong in the year 2004. The diagnosis of 
TB infection was determined by chest physicians specializing in TB management and confirmed with laboratory testing. 
Sensitivity tests were used to determine the drug sensitivity of the strain of mycobacterium tuberculosis in each patient.  

2.2 TB Treatment Protocol and Image Collection 

The patients underwent the six month DOTS treatment regimen for TB. Based on the sensitivity results, the appropriate 
anti-TB regimen was chosen. Typically, a patient took Isoniazid, Rifampicin, Pyrazinamide, and Ethambutol for two 
months. The patients subsequently took Isoniazid and Rifampicin for the remaining four months of treatment. During 
DOTS therapy, six longitudinal PA chest radiographs of each patient were taken and scanned into DICOM files. The 
first chest radiograph was taken at the onset of DOTS therapy (Fig. 1) and the subsequent radiographs were taken over 
the six month duration of the DOTS treatment. The number of days between the first chest radiograph and each 
subsequent radiograph was recorded.  

 

 
Fig. 1. A chest radiograph of a TB patient taken at the onset of DOTS therapy. 

 

2.3 Chest Radiograph Subtraction Image Creation 

As the patient responds to DOTS therapy, the pulmonary disease improves. Consequently, the chest radiographs show 
improvement in the lung disease over time in those patients that respond to treatment. As the pulmonary disease 
continues to improve towards the end of DOTS therapy, the improvement in the lung disease becomes more apparent. 
Subtraction images between the chest radiographs were created to emphasize the changes occurring in the level of 
pulmonary disease over time.  

The subtraction images were created using the six original DICOM chest radiographs mentioned in the previous section. 
All the DICOM chest radiographs were converted to a jpeg format. The jpeg images were then used to create the chest 
subtraction images. The initial chest radiograph taken at the onset of DOTS treatment was used as the reference point 
that all subsequent chest radiographs were compared to. The six chest radiographs were then used to create five 
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subtraction images by subtracting the second image from the first, the third image from the first, the fourth image from 
the first and so forth.  

The subtraction images were created in the following manner. First, the lung fields of each chest radiograph were 
isolated. Lung field isolation was done through several steps. Because the lung fields and background have densities and 
consequently pixel values lower than other tissues, the lung tissue was merged with the spine and other high density 
tissues to create a mask that allowed for the empty background to be removed. Once the background was removed, the 
next step involved isolating the lung tissue from the other tissues in the chest radiograph, such as the heart, spine, ribs, 
etc. Lung tissue isolation was done using the run length coding method that compares each pixel value to either eight or 
four neighboring pixel values. This run length coding method takes advantage of the fact that the lungs are fairly 
homogeneous organs in terms of tissue density. Consequently, pixels representing lung tissue in the chest radiograph 
have pixel values that are almost identical to neighboring lung tissue pixel values. A random pixel, called a seed, was 
chosen within one of the lung fields. The run length coding method states that if this pixel and its neighboring pixels 
shared the same pixel value, then it was concluded that the pixel was a part of the lung fields and was added to the lung 
image array. If the pixel was not identical to its neighboring pixels, it was assumed to not be lung tissue and was 
removed from the lung field array.  

Because tissues other than lung tissue may share pixel values with neighboring pixels, areas outside of the actual lung 
fields may be included in the lung field array as false positives. However, lung tissue generally has a very low density 
compared to other homogeneous tissues in the chest. Therefore, once the lung field arrays were completed, the false 
positive tissue was removed by zeroing out pixel values above a certain threshold. The resulting lung field array contains 
only pixels representing lung tissue. The process of isolating the lung tissue by creating a lung field array was performed 
on all of a patient’s chest radiographs. 

Next, we created the subtraction images. Because it was difficult to have patients stand in the exact same location with 
identical levels of inspiration/expiration, the lung fields in two different chest radiographs did not completely overlap. 
To solve the issue of overlap, the lung field arrays of the later chest radiographs were warped to overlap as much as 
possible with the original chest radiograph lung fields. Once the images had been warped, the pixel values from the later 
chest radiograph were subtracted directly from the pixel values of the original chest radiograph lung field array. The 
resulting image was a subtraction image with pixel values emphasizing the differences between the chest radiographs 
(Fig. 2). Ideally, the differences between the chest radiographs represented improvement in pulmonary disease. 

 

 

Fig. 2. An example of a subtraction image using the entirety of both the first and second chest radiographs of a TB patient 
undergoing DOTS therapy. Note that some anatomical structures can still be identified. 
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Each subtraction image was then further broken down into one subtraction image with only the left lung field (Fig. 3) 
and one subtraction with only the right lung field. Consequently, each patient had three groups of subtraction images: 
left lung subtraction images, right lung subtraction images, and subtraction images containing the entire chest. In order 
to minimize the effects of anatomy outside of the lungs, only the left lung and right lung subtraction images were 
analyzed. We subsequently analyzed various aspects of the subtraction images. 

 

 

Fig. 3. The left lung tissue has been isolated from figure 2 and all pixel values outside the left lung have been zeroed out. 
 

2.4 Subtraction Image Analysis 

Several statistical parameters were calculated for each subtraction image. The image histogram for each subtraction 
image was created.  Furthermore, seven statistical parameters - the image mean, uniformity (average entropy), 2nd 
moment (variance), 3rd moment (skewness), 4th moment (relative flatness), correlation, and contrast - were calculated for 
each subtraction image [7]. Finally, the Fourier and power spectrum were created in order to evaluate the overall energy 
and the various frequencies, respectively, of each image.   

Each individual lung subtraction image was then placed into one of three separate categories based on the lung’s 
radiographic changes in response to DOTS therapy as confirmed by the physician interpreting the chest radiographs: an 
improved group, a worsening group, and an unchanged group. The improved group consisted of patients that showed 
radiographic signs of improvement in response to DOTS therapy. The worsening group consisted of patients that 
radiographic signs of worsening in response to DOTS therapy. Finally, the unchanged group consisted of patients that 
did not show radiographic signs of significant improvement or decline in response to DOTS therapy. A t-test was 
performed to determine any difference between the statistical parameters of the three groups.  

Next, the time in days between the two images used to create each subtraction image was compared to the various 
statistical parameters. The time in days represents the number of days between the second chest radiograph used to 
create the subtraction image and the original chest radiograph taken at the onset of DOTS therapy. For example, if the 
fourth of six chest radiographs was taken 120 days after the original chest radiograph, then the time in days was recorded 
as 120 days. Regression analysis was done on the subtraction images for each patient using the time in days as the 
independent variable and the various statistical parameters as the dependent variables.   
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3. RESULTS 
3.1 Subtraction Image Analysis 

Each of the 200 patients had six chest radiographs taken for a total of 1200 chest radiographs. All the chest radiographs 
were digitized and subjected to the subtraction image algorithm. When subjected to the subtraction image algorithm, 101 
of the patients’ chest radiographs successfully produced subtraction images for a total of 390 subtraction images.  The 
remaining 99 patients’ chest radiographs did not produce subtraction images. The right and left lungs were isolated in 
each of the 390 subtraction images. 390 left lung and 390 right lung subtraction images were created for a total of 780 
individual lung subtraction images.  

Based on physician assessment of each lung in the original chest radiographs, the individual lung subtraction images 
were classified into three categories: improved, worsened, or unchanged. The number of subtraction images in each 
group is summarized below (Table 1). It is no surprise that the total number of left lung images, 390, is identical to the 
total number of right lung images. It is also important to note that the number of left and right subtraction images is not 
identical within each category. For instance, the number of right lung subtraction images that showed improvement, 150, 
is not the same as the number of left lung subtraction images that showed improvement, 102. This inequality is due to 
the fact that when TB is treated with DOTS therapy, the pathology in each lung may respond in different ways and at 
different speeds, resulting in different radiologic changes. It is also important to note that the number of combined right 
and left subtraction images – 252, 286, and 242 respectively - in each category are roughly the same.   

 
Table 1. The number of individual subtraction images in each category. 

 
 Improved Worsened Unchanged Total 

Left Lung 102 123 165 390 
Right Lung 150 163 77 390 
Combined 252 286 242 780 

  

The mean and standard deviation were calculated for each of the seven statistical parameters mentioned above. The 
statistical parameters for the group of subtraction images that showed signs of radiological improvement were then 
compared to the statistical parameters of the other two groups. A t-test was performed in order to determine if there a 
statistical difference exists between the group that improved and the two groups that did not improve (Tables 2 and 3). It 
is important to notice that the t-test shows that a significant difference exists between the image mean and the uniformity 
when the group that improved is compared to either the group that worsened or remained unchanged (p<0.05). 
Furthermore, the t-statistic for the correlation of the subtraction images suggests that a significant difference between the 
mean correlation of the two groups likely exists (p<0.20), but may require more data to confirm. The image 2nd 
moment, 3rd moment, 4th moment, and contrast were not significantly different between the subtraction image groups. 

 

Table 2. Comparison of subtraction images that improved vs. subtraction images that worsened including a t-stat for the 
various statistical parameters. 

 
 Improved    Unchanged     

Parameter Mean Standard Deviation    Mean Standard Deviation    t-stat 
Image Mean 29.24 8.61    31.42 8.77    -2.68 

Uniformity (entropy) 0.642 0.073    0.630 0.068    3.00 
2nd Moment (variance) 3889.8 1456.7    4196.7 1514.4    -0.04 
3rd Moment (skewness) 1.2x1012 1.4x1013    1.1x1012 1.3x1013    2.0 x 10-13

4th Moment (flatness) 4.3x1017 4.8x1018    3.7x1017 4.5 x1018    5.6 x 10-19 
Correlation 0.981 0.088    0.986 0.057    -1.45 

Contrast 79.84 25.88    81.60 26.66    -0.42 
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Table 3. Comparison of subtraction images that improved vs. subtraction images that remained unchanged including a t-stat 
for the various statistical parameters. 

 
     Improved    Unchanged 

Parameter Mean Standard Deviation    Mean Standard Deviation    t-stat 
Image Mean 29.24 8.61    31.05 8.81    -2.10574 

Uniformity (entropy) 0.642 0.073    0.631 0.067    2.734344 
2nd Moment (variance) 3889.8 1456.7    4147.7 1571.2    -0.03026 
3rd Moment (skewness) 1.2x1012 1.4x1013 1.3 x1012 1.42 x1013       -6.7 x10-14 
4th Moment (flatness) 4.3x1017 4.8x1018 4.42 x1017 4.85 x1018       -2 x10-19 

Correlation 0.981 0.088    0.982 0.090    -0.07709 
Contrast 79.84 25.88    80.44 27.36    -0.13619 

 
 
3.2 Computer-Assisted Detection System 

A computer-assisted detection (CAD) system was created that utilizes the subtraction image algorithm and statistical 
analysis results. The CAD utilizes a graphical user interface (GUI) that allows the user to load the patient’s original chest 
radiographs using “load images” button (Figure 4).  
 

 
 
Fig. 4. GUI utilized by the CAD system. All six chest radiographs are displayed on the top row in order of oldest to most recent. 

The subtraction images are displayed on the second row. The three buttons are displayed on the bottom row. 
 

The original chest radiographs are displayed side-by-side in order from earliest to most recent so that the physician can 
get a visual feel for the radiographic findings that may be changing over time as a result of DOTS therapy. Once the 
original chest radiographs have been loaded, the “create subtraction images” button allows the user to create subtraction 
images using the subtraction image algorithm. The subtraction images are displayed below the original chest radiographs 
in order. The subtraction images emphasize the areas of greatest difference between a more recent chest radiograph and 
the original baseline chest radiograph. Finally, the “analyze images” button allows the user to calculate the statistical 
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parameters of each subtraction image. The statistical parameters are then used to determine whether the chest 
radiographs suggest that the patient is improving, worsening, or not changing in response to DOTS therapy. The 
physician may use this CAD in order to determine whether or not to change to an alternate anti-TB pharmaceutical 
regimen before the patient’s condition worsens. 

 

4. CONCLUSION 
Currently, TB poses a serious health threat worldwide, especially in many areas of the world that have insufficient 
medical supplies. The treatment regimen proved to be difficult to follow and led to increased non-compliance. DOTS 
therapy was developed to increase the effectiveness of the anti-TB treatment regimen. However, drug resistance among 
various strains of mycobacterium tuberculosis has decreased the effectiveness of DOTS therapy. As a result, TB 
continues to cause a significant amount of preventable morbidity, mortality.  

200 TB patients from Hong Kong were identified. The 200 patients were treated for six months and followed with time-
series chest radiographs over that time for a total of 1200 chest radiographs. 390 subtraction images were created from 
the 1200 original chest radiographs using a subtraction image algorithm. Each lung was isolated and seven statistical 
parameters were measured on each subtraction image. Image mean and Image uniformity proved to be statistically 
different between those patients who showed radiological signs of improvement and those patients that did not. 

A CAD system was successfully created. The CAD system utilizes a GUI that allows the user to load patient chest 
radiographs and creates subtraction image using the subtraction image algorithm. Finally, the CAD uses the subtraction 
images to determine whether or not the patient is showing signs of improvement in response to DOTS therapy. 
Physicians can use the CAD system to respond earlier to TB treatment failure, potentially leading to improved outcomes. 
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ABSTRACT 

Bone age assessment is a radiological procedure to evaluate a child’s bone age based on his or her left-hand x-ray image. 
The current standard is to match patient’s hand with Greulich & Pyle hand atlas, which is outdated by 50 years and only 
uses subjects from one region and one ethnicity. To improve bone age assessment accuracy for today’s children, an 
automated race- and gender-specific bone age assessment (BAA) system has been developed in IPILab. 1390 normal 
left-hand x-ray images have been collected at Children’s Hospital of Los Angeles (CHLA) to form the digital hand atlas 
(DHA). DHA includes both male and female children of ages one to eighteen and of four ethnic groups: African 
American, Asian American, Caucasian, and Hispanic. In order to apply DHA and BAA CAD into a clinical 
environment, a web-based BAA CAD system and graphical user interface (GUI) has been implemented in Women and 
Children’s Hospital at Los Angeles County (WCH-LAC). A CAD server has been integrated in WCH’s PACS 
environment, and a clinical validation workflow has been designed for radiologists, who compare CAD readings with 
G&P readings and determine which reading is more suited for a certain case. Readings are logged in database and 
analyzed to assess BAA CAD performance in a clinical setting. The result is a successful installation of web-based BAA 
CAD system in a clinical setting.  
 
Keywords: bone age assessment, computer-aided diagnosis, clinical validation, web-based GUI, clinical workflow 
 

1. INTRODUCTION 
1.1 Bone Age Assessment 

Bone Age Assessment is a clinical procedure in pediatric radiology to evaluate skeletal maturity based on a frontal left 
hand and wrist radiograph. It is a common practice to evaluate normality of children’s growth and development. The 
workflow of BAA includes the radiologist examining the left-hand radiograph, and then comparing it to a hand atlas to 
give a final diagnosis of the patient’s bone age. The current gold standard for BAA is the Greulich & Pyle Hand Atlas, 
which was compiled more than 50 years ago with only Caucasian subjects from the mid-west. To get the BAA process 
up-to-date for children today, IPILab has proposed a new hand atlas with subjects of multiple ethnicities and an 
automatic and objective computer-aided diagnosis program to evaluate bone age based on the new hand atlas. 

1.2 Digital Hand Atlas and CAD Program 

During the past 10 years, 1,390 hand images of normal children, both male and female from Asian, African American, 
Caucasian and Hispanic ethnic groups were collected and a digital hand atlas (DHA) was formed. Based on the DHA, a 
fully automatic, objective, race- and gender-specific computer-aided diagnosis (CAD) method has been developed 
within the Image Processing and Informatics Lab (IPILAB), USC.  
 
The program uses image processing techniques to analyze three major regions of interests of the hand: the phalangeal 
regions of the middle three fingers, the carpal region, and the wrist joint region. Features from the three analyses are 
congregated and bone age is calculated with a fuzzy logic system. The CAD workflow is displayed in Figure 1.  
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Fig. 1 Bone Age Assessment CAD program workflow. The distal radius region is specially marked because it is 

still under development, and thus is not incorporated in the clinical validation 
 
The details of BAA CAD algorithms and design have been presented in previous papers and will not be elaborated 
here. The results from previous studies show that the CAD method with DHA has a higher accuracy to assess bone age 
of ethnically diverse subjects comparing to G&P hand atlas, the current standard.  
 
1.3 BAA Clinical Validation 

To bring DHA and BAA CAD system into a clinical setting to assist radiologists on a daily basis, a web-based client-
server system is designed as a novel clinical implementation approach for online and real-time BAA. The Digital Hand 
Atlas is already available online in JPEG format at http://www.ipilab.org/BAAweb. The clinical validation system 
includes a stand-alone CAD workstation that is connected with the PACS, a web-based graphical user interface (GUI) 
at the workstation, and a CAD workflow designed specifically for the clinical environment. The system is integrated in 
the Radiology department at Los Angeles County Hospital, and cases are collected both in real-time and retroactively 
to analyze the CAD system’s performance. 
    

2. METHODOLOGY 
2.1 Workflow Design 

The clinical workflow of BAA CAD has been previously designed by IPILab and tested within the laboratory 
environment. Figure 2 shows the clinical workflow diagram. 

 
Fig. 2 Simulated Clinical Workflow diagram of BAA CAD system 
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This workflow design has been previously presented in SPIE and is now summarized here. The workflow has 6 steps, 
the first 3 steps include conventional PACS workflow in radiology and the last 3 steps detail how data is transmitted in 
the presence of a CAD workstation: 

1. Hand image is sent from the modality simulator (which simulates a CR, DR, or film scanner) to the acquisition 
gateway 

2. Acquisition gateway transmits the image into the PACS storage server 
3. PACS workstation queries and retrieves the hand image from PACS and display the image 
4. The modality sends a second copy of the hand image to the CAD workstation/server. The server processes 

CAD results and displays on the web GUI for viewing at PACS workstation 
5. Radiologists review both the case and CAD results 
6. Readings by radiologists are captured and send back to CAD server for storage 

 
The actual clinical validation workflow is presented by Figure 3. 
 

 
Fig. 3 Clinical Validation Workflow implemented in LAC 

 
The implemented workflow largely corresponds to the proposed workflow: 

1. CR sends a copy of the hand image to the CAD server located in the radiology reading room 
2. CAD program receives the image, performs BAA and record results in database 
3. Web server looks into the database to locate the original image and BAA results, as well as best-matched DHA 

image (determined by CAD) 
4. GUI displays images and guides radiologists through validation steps 

 
2.2 Web-based BAA Clinical Validation system 

The BAA CAD server has two components: a CAD server that performs automated BAA, and a web server that serves 
as a database manager and a graphical user interface for display and a walkthrough of the clinical validation process. 
 
2.2.1 CAD Server 
 
The BAA CAD program is written in MATLAB® and then converted to an executable file for better integration and 
compatibility. The DICOM receivers and other necessary functions are handled by open-source DICOM Toolkit 
DCMTK®.  
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2.2.2 Web Server 
 
The web server is set up such that the CAD results and the validation procedures can be accessed remotely via TCP/IP. 
A standard Apache® web server is used, and the web user interface is designed in PHP. The database is handled by 
MySQL. 
 
The web user interface guides the radiologist through the validation process, which is separated into three steps. Figures 
4, 5, and 6 are screenshots showing how the GUI works.  
 

 
Fig. 4 BAA CAD Clinical validation web GUI - Step 1 
During step 1, the GUI displays the list of patients waiting to be evaluated. CAD results have already been stored but are 
not displayed here. Each patient is anonymized, and patients’ genders and ethnicities are displayed. Since ethnicities are 
not stored in the DICOM header, radiologists have to manually input patients’ ethnicities. The radiologist clicks on a 
patient ID to continue the evaluation process.  For example, in Figure 3, the user can select patient “00003 “ from the 
work list…. 
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Fig. 5 BAA CAD Clinical validation web GUI - Step 2 

 
Continue to step 2, the GUI displays the patient’s hand image as well as scans of hang images from G&P hand atlas. The 
purpose of this stage is to let radiologists make an unbiased diagnosis using the current standard. After the best-fit atlas 
image is selected by the radiologist, the result is saved into the database when the user click on the link to go to step 3. 
 
 

 
Fig. 6 BAA CAD Clinical validation web GUI - Step 3 
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During step 3, the GUI displays the patient’s hand image in the middle of Figure 6, the G&P atlas hand image selected in 
Step 2 in the right of Figure 6, and the best-matched digital hand atlas image determined by CAD program in the left of 
Figure 6. The CAD result is displayed on the right top corner, as well as a normality graph (not shown here) that shows 
if the patient’s BA falls within the range of normal (which is determined by mean and two stand deviations from the 
G&P atlas). Here, the radiologist can choose if the original diagnosis with G&P atlas is more accurate or if the CAD 
result is more accurate. When the radiologist clicks “Save and Return to Step 1” link on the right bottom corner of 
Figure 6, the validation for this patient is complete and the validation starts back from the beginning. 
 
2.3 Integration with Los Angeles County General Hospital 

The CAD system was installed in LAC Women & Children’s Hospital in February 2008. A DICOM receiving node is 
created such that CR system on-site can send copies of acquired left-hand images to the CAD server. As of November 
2008, the Los Angeles County Hospital has moved to a new location, and thus the system has to be reinstalled and 
integrated with PACS. Further work is needed for the addition of DRs at LAC, access to archives and historical cases, 
and access to the web server from remote workstations on-site. 
 
2.4 Data Collection 

Between the dates of Feb 2008 to Nov 2008, there have been 74 bone age cases collection from both real-time (directly 
from modality) and some archived cases hand-picked by Dr. Linda Vachon, radiologist at the Women and Children’s 
Hospital. CAD readings and radiologists’ diagnosis from book atlas are both recorded and data analysis is performed to 
evaluate CAD’s performance. 

3. RESULTS 
The first stage of the clinical validation process is to test the success rate of the CAD program in obtaining a bone age 
output. CAD output is compared with radiologist readings. Table 1 lists the CAD results of the 74 cases collected. 
 

Table 1. Cases collected at Los Angeles County  
Case Description Total Cases Normal Cases Abnormal Cases 
Total Number of Cases 74 33 41 
CAD successful outputs 35 16 19 
CAD error: Unable to 
detect phalanges 

14 3 11 

CAD error: Unable to 
segment hand and fingers 

13 8 5 

CAD program crashes 12 6 6 
 
 
“Successful outputs” means that the CAD program is able to output a bone age reading that does not deviate widely from 
the radiologists’ readings. In the unsuccessful cases, the program may not be able to segment the hand correctly, may not 
be able to select the correct regions of interests, or experience unexpected crashes that requires reboot of the program. 
“Normal” and “Abnormal” are defined by radiologists’ readings. Bone age normality is defined by the G&P Atlas as 
bone age falling in between plus and minus two standard deviations of the mean bone age. In most cases, radiologists’ 
reports indicate if the patient is normal or not. Since patients’ ethnicity data is not recorded, all cases are assumed to be 
Hispanic since most patients are of Hispanic origins at Los Angeles County. Figure 7 shows CAD results among the 
success/all cases and success/normal cases. Data analysis is discussed in the next section. 
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Fig. 7 Plots of CAD BAA readings for clinical validation 

Top-left: All Female cases (16 cases)                       Top-right: All Male cases (19 cases) 
Bottom-left: Normal Female cases only (5 cases)   Bottom-right: Normal Male cases only (9 cases)  

4. DISCUSSION 
Connection between BAA CAD system and the clinical PACS environment has been established and tested with 
multiple cases. Cases stored on CR can be sent to the CAD server, and the CAD program can run successfully and 
output BAA results.  
 
The success rate of CAD is less than 50%, which is below expectations. One of the reasons for the poor performance is 
the lack of a hand scanning protocol. The images collected from LAC differ in degrees of finger separation, image angle, 
wrong hand (right instead of left), and others irregularities that can be observed visually. These problems can be rectified 
by the enforcement of a standardized scanning protocol. Results of implementation of scanning protocol will be analyzed 
in a future study. 
 
The preliminary validation results, presented in Figure 7, show that CAD BAA outputs roughly match radiologists’ 
readings based on G&P atlas, especially for the normal cases. Since the CAD program is designed and trained on normal 
studies, the CAD results for abnormal cases are not used in evaluating CAD performance. Currently, the sample size is 
not yet large enough to draw definite conclusions regarding CAD performance.  
 
CAD outputs generally agree with radiologists’ readings for younger children, while the two readings differentiate more 
in older children. This can be explained by two reasons. First, the epiphysis and metaphysis fully closes after around 13-
15 years of age, and thus the “degree of separation” feature from phalanges are no longer applicable, leading to 
underreading from CAD. This problem can be solved by including the distal radius analysis element into the CAD 
program. The second reason for the bigger difference in bone age readings for older children can be attributed to the 
nature of carpal features and phalangeal features. Younger children’s bone age assessments depend mostly from the size 
and shape of carpal bones and epiphysis, which is more defined and easier to calculate. Older children’s bone age 
analysis depends mostly on separation of epiphysis and metaphysis, a more difficult feature to compute.  
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The second stage of BAA CAD clinical validation, which is the utilization of web-based GUI for radiologists to evaluate 
CAD performance, is under development and will be deployed in the near future. 
 

5. CONCLUSION 
 
Bone Age Assessment Computer-aided Diagnosis system has been developed at the IPILab and is now in the clinical 
validation stage. A web-based BAA clinical validation system has been installed in Los Angeles County affiliated with 
University of Southern California, and the CAD system has been integrated with the PACS environment. A web-based 
GUI has been developed to aid radiologists in comparing CAD bone age results with results based on the Greulich & 
Pyle Hand Atlas. Some cases are collected and CAD performance has shown promising results. CAD program errors are 
observed and system performance can be further improved. 
 
Future works include the completion of distal radius analysis and incorporating the third component of bone age analysis 
into the BAA CAD program. A standard scanning protocol for hand images is needed for improving CAD accuracy, and 
more cases will be evaluated along with the evaluation of a real-time validation result using the web-based GUI and 
related technologies.  
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ABSTRACT 
 

Multiple sclerosis (MS) is a demyelinating disease of the central nervous system that affects approximately 2.5 
million people worldwide. Magnetic resonance imaging (MRI) is an established tool for the assessment of disease 
activity, progression and response to treatment. The progression of the disease is variable and requires routine 
follow-up imaging studies. Currently, MRI quantification of multiple sclerosis requires a manual approach to lesion 
measurement and yields an estimate of lesion volume and interval change. In the setting of several prior studies and 
a long treatment history, trends related to treatment change quickly become difficult to extrapolate. Our efforts seek 
to develop an imaging informatics based MS lesion computer aided detection (CAD) package to quantify and track 
MS lesions including lesion load, volume, and location. Together, with select clinical parameters, this data will be 
incorporated into an MS specific e-Folder to provide decision support to evaluate and assess treatment options for 
MS in a manner tailored specifically to an individual based on trends in MS presentation and progression.  
 
Keywords: imaging informatics, magnetic resonance imaging (MRI), multiple sclerosis (MS), computer aided 

detection (CAD). 
 

1. INTRODUCTION 
The objective of our project is to determine if MRI and imaging informatics tools designed specifically for 
monitoring and treating multiple sclerosis improve the detection of treatment response in patients with MS. 
Specifically, we are developing an MS Lesion CAD system for quantifying lesion load, volume, and location. It is 
hoped that such a comprehensive imaging informatics based e-Folder system for MS Patients will provide a solid yet 
adaptable platform for treatment assessment, outcomes analysis and decision-support in both the clinical and 
research environments. 

1.1. The need for a comprehensive multiple sclerosis database 
Studies have shown that factors such as racial groups and environmental exposures can affect the manifestation of 
differing forms and patterns of disease progression in multiple sclerosis. These initial results demonstrate the 
importance of creating a comprehensive database to address the differing disease assessment and treatment needs of 
various patient populations as grouped by patient and environmental variables. In particular, Hispanics belong to a 
complex admixture of Caucasian and Asian ancestry that might lead to the reported complex form of MS prevalent 
in this group. In addition to the possibility that MS has a unique presentation and course in Hispanics, it is important 
to note that a steady rise in the prevalence of MS in Hispanics has been reported in Latin America that cannot be 
explained by better identification of the disease. 

1.2. The need for imaging informatics tools as biomarkers for MS  
Diagnosis is based upon clinical data and MRI, which is the strongest surrogate marker of MS disease. MRI is an 
established tool for the assessment of disease activity, progression and response to treatment. Following diagnosis, 
disease activity is indicated by the number of relapses per year (relapse rate), accumulation of disability as measured 
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by the expanded disability status scale (EDSS) and changes in MRI lesion characteristics. The progression of the 
disease is variable, and requires routine follow-up imaging studies to document disease exacerbation, improvement, 
or stability of the characteristic MS lesions. Currently, MS plaque quantification requires a time consuming manual 
approach to lesion measurement on MRI. The task of tracking MS lesion changes becomes more difficult if several 
MR studies of the same patient require quantitative comparison. Therefore, lesion detection and tracking could be 
greatly improved through the use of imaging informatics tools. Utilizing CAD (computer-aided-detection) methods 
is considered ideal for monitoring progression of MS.  

1.3. The need for an imaging informatics-based e-Folder system 
The concept of the electronic patient record (ePR) is a patient-based digital folder of clinical information obtained 
from various sources. The inclusion of imaging data and built-in decision support makes the ePR stand out amongst 
general clinical information systems. The e-Folder system differs from the ePR in two ways:  
 1) The e-Folder system is a subset group of patients, in this case, MS patients, with specifically tailored 
imaging informatics data together with diagnostic clinical data. 
  
 2) The e-Folder is designed to allow for data mining of specific disease characteristics across making it 
more powerful than the patient-centric ePR for use in longitudinal studies. 
 
The e-Folder system serves as an adaptable, comprehensive tool to mine data and investigate complex associations 
such as cross-racial discrepancies and characteristics of MS patients from various ethnicities.  There have been 
previous large-scale clinical databases tailored to MS patient outcomes, however there are no such systems that 
include powerful image quantifying and analysis tools to track MS lesion load. This platform holds the promise of 
providing decision support to evaluate and assess future drug treatment options.  

2. STUDY METHODOLOGY 
As an initial clinical application of this e-Folder system, the clinical disease expression in Hispanics is being 
investigated. The diversity of the Los Angeles area provides a unique opportunity to study the effects of ethnicity, 
genetic and environmental factors in MS. Several departments within the University of Southern California are 
working together in an effort to share data collection and results in both the private and public care settings. 
 
The Department of Neurology is responsible for patient recruitment, management and treatment. Patients with 
clinical definite MS as defined by the newly revised McDonald criteria are offered the opportunity to participate in 
this study.  Patients are ethnically defined as Caucasian, Asian, African American, or Hispanic. 
 
Neuroradiology attending physicians and neuroradiology fellows review and annotate magnetic resonance imaging 
examinations selected for inclusion in this study. The fellows and attendings that review studies are within the 
Division of Neuroradiology, Department of Radiology, USC Keck School of Medicine. Using an overlay tool 
developed for this project, three physician reviewers manually outline lesions that are consistent with imaging 
findings suggestive of multiple sclerosis plaques. Results are compared among the reviewing attending staff and 
fellows to evaluate for significant discrepancies. The results, which are considered the gold standard for this study, 
are compared against the MS CAD results for sensitivity and specificity of lesion load and volume. The Image 
Processing and Informatics laboratory (IPILab) is responsible for the development of the automatic MS lesion 
quantification package with clinical input from the aforementioned collaborating departments.   
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(a)     (b) 

 
Figure1.Neuroradiologist identification (a) and CAD result (b) of suspected MS related lesions on FLAIR sequence. 

 

2.1. Two-Phase data collection and model development of MS Patients 
Patients have been retrospectively selected from each of four specified ethnicities. In addition, twenty MS patient 
cases are to be prospectively selected for a small pilot study. Patients presenting to USC MS Clinics (USC+LAC 
Outpatient Clinics and the USC MS Comprehensive Care Center) are invited to participate in this study.  Socio-
demographic data and clinical MS characteristics are being collected. Patients are classified into Hispanic and non-
Hispanic, with ethnicity information from both groups. 
 
The following data are collected and cataloged: race, gender, migration history, age of disease onset, type of MS, 
initial presentation, duration of disease, expanded disability status scale (EDSS), current and past disease modifying 
treatment, exposure to a selected set of pathogens, family history of MS, and MRI data.  MRI data is collected with 
attention to lesion distribution as defined by T2/FLAIR lesion volume and gadolinium enhancing lesions involving 
both the brain and spinal cord.  In addition, MS lesion load, volume and location are extracted by the MS lesion 
CAD 3D tracking algorithm. 

2.2. Development an e-Folder System to integrate collected data and construct a data model 
An e-Folder System to integrate data collected for different racial groups is being designed and developed at IPILab 
based upon the developed data model. Analysis includes assessing the number, volume and location of inflammatory 
demyelinating lesions. The CAD results are compared with the gold standard based on manual outlines of 
neuroradiologists. A repeated measures analysis of variance is used to test the manual versus the CAD outline areas.  
In addition, data mining and visualization tools are being developed to assess the treatment and outcome analysis 
based on the cohort of MS patients. A user friendly Graphic User Interface (GUI) is being developed for better 
visualization of patient data and treatment planning. 

2.3. Evaluation of the e-Folder system in a cohort of MS patients  
Once complete, the e-Folder System is to be tested and evaluated on MS patients of Hispanic descent to seek 
statistically significant correlations such as cross-racial discrepancies. For now, our focus is the collection and 
analysis of data to uncover the potential association of treatment outcomes with imaging data. MRI scans are 
conducted prior to and following treatment with natalizumab, a relatively new disease modifying drug for MS. An 
automated quantification system for T2, FLAIR and T1 lesion volumes, load, and location in patients is being 
developed and validated. 
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3. CAD ALGORITHM 

3.1. CAD algorithm for quantifying MS lesions 
Multiple sclerosis is a disease well suited for automated analysis. A CAD algorithm using MRI T1 and FLAIR 
sequences has been developed to assist in making MS diagnoses. The T1 sequence is utilized for brain anatomy and 
the FLAIR sequence is employed to identify MS-related locations of demyelination.  
 
The segmentation algorithm classifies normal and abnormal brain structures and then measures the volume of 
multiple sclerosis lesions using fuzzy c-means clustering with incorporated spatial (sFCM) information. First, using 
T1 image data, a mask of intracranial structures is localized and superimposed upon FLAIR image data. Locations 
with signal corresponding to foci of demyelination are identified using the sFCM method and quantified within a 
predefined volume.  
 
Each lesion and all image slices are processed in preparation for volumetric segmentation. All related lesions are 
then combined to form a three-dimensional representation. A report is generated by the CAD system as a means of 
tracking MS lesions across the two dimensional image slices that are summed to form volumes. When comparison 
studies exist, a further step of comparing interval change in location and overall volume is also completed. The 
process is summarized in graphical format in Figure 2. 
 

 
Figure 2. CAD workflow of MS lesion quantification 

 
 

The detected lesions in each of the 2-D image slices are processed in order to link across multiple slices.  A lesion is 
treated as a multi-slice lesion if areas of two detected lesions lying on neighboring slices overlap. Figure 3 
demonstrates the methodology for 3-D volume segmentation of the MS lesions.  Each lesion and all image slices are 
processed for volumetric segmentation.  Referring to Figure 3, (a) demonstrates detected lesions in one axial plane 
FLAIR image (b) demonstrates an overlay of two contiguous axial plane FLAIR images where two of the lesions 
from both image slices overlap (c) demonstrates overlays for all axial plane image slices. Note that each color set of 
lesions represent MS lesions detected from a particular image slice.  All related lesions are then combined to form 
the 3-D representation and the end results are shown in Figure 4 in the form of a CAD report.  This report is 
generated by the CAD system as a means of tracking MS lesions across 2-D image slices that form 3-D volumes.  
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(a)    (b)    (c) 

 
Figure 3. (a) MS lesions on one axial plane FLAIR image (b) MS lesion overlay of two axial FLAIR slices (c) color map of MS 

lesions on all FLAIR slices 
 

 
 

Figure 4. CAD report of identified suspected MS-related lesions. 

3.2. Current challenges and future work 
Most of the data collected thus far consists of studies conducted on a 1.5 Tesla MRI unit. In addition, each sequence 
acquired contains images that are 5mm thick with 5mm gaps between each sequential image. This study acquisition 
protocol has proven to be an early challenge in the compilation of segmented 2D images into 3D data sets. A trend 
that developed was a significant degree of variation of the calculation of lesion volumes due to the large gap 
between images. We are working to change the imaging protocol for future studies to include thinner sections with 
smaller or no gaps. We hope that this will resolve this issue.  
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In addition, our clinical site recently acquired a 3.0 Tesla MRI. We hope to perform some initial studies comparing 
segmentation and calculation results between 1.5 and 3.0 Tesla studies. We hope that the improved signal to noise 
ratio will result in more precise identification and delineation of MS-related lesions.  

4. GRAPHICAL USER INTERFACE 

4.1. Graphical user interface to manage data 
A highly adaptable Graphical User Interface (GUI) is being designed to display and manage MS lesion tracking 
information derived from the MS CAD algorithm as well as relevant neurological and functional clinical data. 
Visualization of MS lesions will be available in multiple formats to allow display and organization of data in a 
manner most conducive to a specific need. Several image display options are being developed including two-
dimensional MRI images with localized MS lesions as well as multiplanar three-dimensional volume and surface 
rendered images. Potentially innovative imaging informatics tools that combine data analysis and image display will 
also be available and include: 

• a four-dimensional display for longitudinal temporal evaluation of the course of MS lesions 
• localization of MS lesions by functional brain region and white matter tracts  
• image fusion for individual patients and user defined cohorts (eg. different ethnic groups) for 
 differentiation of potential patterns of lesion location, lesion volume, disease course, and treatment 
 response 
• tracking of imaging characteristics and plotting lesion load against clinical variables such as the  EDSS 
• an anatomically based frequency distribution map of lesion location and disease course with 
 modifiable patient variables such as ethnicity to better characterize disease type, tailor treatment,  and 
better predict outcome. 

 
These sets of tools will allow for a powerful GUI with customizable toolbars to allow users to manage and evaluate 
data with the hope of highlighting and validating previously unidentified disease trends and characteristics. 

 

48



 
Figure 5: A page from an early prototype of the GUI designed for the e-Folder System.  This is the QuickView page which 
contains an overview of some of the tools available for use. Access to patient data as well as several imaging and analytical tools 
are available to allow complex analyses utilizing user defined clinical and imaging parameters. All image results can be exported 
as DICOM format and can be utilized by any imaging applications that are DICOM-compliant. In this the case 2D views can be 
displayed side-by-side with the volumetric views. The user can navigate each accordingly. 

5. CONCLUSIONS 
A CAD algorithm for the detection and quantification of multiple sclerosis lesions has been developed. Work on the 
clinical incorporation of this algorithm to monitor and assist in the treatment of multiple sclerosis continues. It is 
hoped that the outcomes of this study will lead to an imaging-based automated quantification and 
classification/grading system for MS based upon lesion load, volumes, and location that can be utilized for treatment 
evaluation, disease associations, and future clinical trials. 
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ABSTRACT 

 
The animal-to-researcher workflow in many of today’s small animal imaging center is burdened with proprietary data 
limitations, inaccessible back-up methods, and imaging results that are not easily viewable across campus. Such 
challenges decrease the amount of scans performed per day at the center and requires researchers to wait longer for their 
images and quantified results. Furthermore, data mining at the small animal imaging center is often limited to researcher 
names and date-labelled archiving hard-drives. To gain efficiency and reliable access to small animal imaging data, such 
a center needs to move towards an integrated workflow with file format normalization services, metadata databases, 
expandable archiving infrastructure, and comprehensive user interfaces for query / retrieval tools - achieving all in a 
cost-effective manner. 
     This poster presentation demonstrates how grid technology can support such a molecular imaging and small animal 
imaging research community to bridge the needs between imaging modalities and clinical researchers. Existing projects 
have utilized the Data Grid in PACS tier 2 backup solutions, where fault-tolerance is a high priority, as well as imaging-
based clinical trials where data security and auditing are primary concerns. Issues to be addressed include, but are not 
limited to, novel database designs, file format standards, virtual archiving and distribution workflows, and potential grid 
computing for 3-D reconstructions, co-registration, and post-processing analysis.   
   
Keywords: Imaging Informatics, Data Grid, Small Animal Imaging, Molecular Imaging, Fault-Tolerance, Archiving 
 

1.  INTRODUCTION  
 
1.1. Molecular Imaging and Small Animal Imaging Research 
 
Personalized medicine in the 21st century describes a bottom-up approach in diagnostic and preventative healthcare. It is 
based on understanding biological and disease processes at the molecular level to better characterize a patient’s physical 
condition and risks of disease. Imaging at the molecular level is largely used on small animal studies in disease studies 
pharmaceutical research to monitor molecular pathways non-invasively and at high spatial and temporal resolutions. As 
biology and disease increased, molecular imaging laboratories have become an integral part of translational research on 
academic and industrial campuses. Modalities such as optical imaging and autoradiography have coincided with a 
miniaturization of radiology modalities such as CT, PET, US and MRI to form these molecular imaging and small 
animal imaging labs. Each imaging modality type, with its own set of strengths and weaknesses, has provided various 
angles to observe sub-cellular enzyme, gene and protein activity without having to perform biopsies, thus reducing the 
number of animal sacrifices and enabling more accurate longitudinal biological experiments involving small animal 
trials. 
 
The current infrastructure requirements of a small animal imaging lab are framed  by the multiple modalities and vendor-
provided workstations to run post-processing software. Due to proprietary data formats and vendor-provided dedicated 
workstations, it is difficult for small animal imaging labs to share, or federate its computing and archiving hardware into 
cross campus and multi-disciplinary resources. There is a one-machine-one-modality infrastructure in today’s molecular 
imaging laboratories where post-processing and reporting features are all done on stand-alone computers dedicated to 
individual modalities. This infrastructure has apparent pitfalls for the future of personalized medicine in that: 
 
 1. High cost-per modality due to dedicated workstations limits work to one user per workstation. 
 2. Islands of non-compatible data stored on dispersed hard-drives are accessible only by proprietary software. 
 3. A lack of fault-tolerance in hardware as well as data makes reliable data mining an avoided feature. 
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 4. Inaccessible data and workstations from remote locations limit multi-campus translational research. 
 
Below is a diagram that demonstrates the multiple levels of today’s medical and biological sciences research. It provides 
insight into personalized medicine’s bottom-up approach to understanding disease and physiology. If a molecular 
imaging lab could bridge distances between its diverse imaging modalities with data normalization and its diverse users 
with an archiving and distribution system, more efficient interchange of knowledge within these biological organizations 
could make molecular imaging a more integral part of the 21st century’s personalized medicine 

  
Table 1.  Levels of biological organization and research. Source from Medical Physics Nikiforidis, G., et al. 1 

 
 
1.2. The Medical Imaging and Informatics Data Grid  
 
At the IPILab, the Medical Imaging Informatics Data Grid project utilized grid technology developed by the Globus 
Alliance to archive and serve clinical radiology images in the DICOM format. It includes all radiology imaging 
modalities that comply with the DICOM standard, meaning the outputted images can be transmitted, viewed, and 
processed all according to a set of formatting guidelines defined by the DICOM committee. Current modalities covered 
by DICOM are most commonly seen in CT, MRI, US, PET, DR, CR, and mammography. As a clinical archiving system 
for these modalities, the Data Grid acts similarly to a PACS. It has a DICOM listener at all grid-access-points; it is able 
to receive the DICOM file and extrapolate its header information into a DICOM-modeled database; and it provides 
DICOM query/retrieve functionality for other DICOM nodes or workstations. The Data Grid is different from a PACS, 
however, because it has built-in fault-tolerant replication of data and hardware that spans multiple geographic sites, it 
federates databases permitting user-specific enterprise access to the DICOM data, and it utilizes grid technology to 
retrieve files from remote sites quickly and securely.  
 
In 2005, the Medical Imaging Informatics Data Grid was first presented at the Radiological Society of North America 
conference as a solution for enterprise PACS Tier 2 backup. The application was to develop a solution for creating a 
physical copy of the PACS solution at an off-site location, in case the primary PACS goes down or the hardware holding 
the data becomes unavailable.  In the following year, the Data Grid project was adopted for imaging-based clinical trials 
in collaboration with the UCLA Thoracic Imaging Research Group. The rigorous patient privacy requirements of clinical 
trials allowed the Data Grid system to focus on features such as HIPAA-compliant user access control and auditing. In 
these previous Data Grid applications, the infrastructure was based on DICOM-compliance of the incoming data format, 
a need for web-based user interfaces for management and customized accessibility, and a reporting format to archive 
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non-image documentation. This manuscript will discuss how file format normalization can be achieved in molecular 
imaging, what features of the web-based user interface need apply, and how the Data Grid can support the reports 
generated in the molecular imaging realm.   
 

2.  METHODOLOGY   
 

The scope of this discussion covers steps towards integrating a Data Grid model into molecular imaging labs – data 
format normalization, user-interface requirements, and structured reporting of non-image type data. At the University of 
Southern California are the Image Processing and Informatics Lab (IPILab) and the Molecular Imaging Center which 
has collaborated for purposes of development and implementation of a Molecular Imaging Informatics Data Grid 
system. Both located on the Health Sciences Campus, the IPILab provides the infrastructure and software development 
resources for the project and the Molecular Imaging Center provides the small animal imaging laboratory environment 
and data with which this project was implemented.  
 
2.1        Molecular Imaging Informatics Data Grid Architecture 
 
The software architecture of the Data Grid system is shown in figure 1 below. At the top of the four layer hierarchy are 
three DICOM services that interact with the users, presumably DICOM-compatible workstations that either have images 
to be archived into the Data Grid, or are requesting DICOM images existing from within the Data Grid system. At the 
next user-level are three services that interact with the core grid components of the Globus Toolkit. It includes an 
indexing service that maintains where files are archived in the Data Grid, a metadata catalog service that extracts 
DICOM header information and updates the DICOM-modeled database for future querying, and lastly a DICOM-
Structured Reporting (DICOM-SR) catalog service that extracts textual content from the tree-like structure of a 
Structured Report defined by the DICOM Standard. The Core Middleware layer that these previous services interact 
with are primarily constituted by the technology provided in the Globus Toolkit. These include the Replica Location 
Service (RLS), Reliable File Transfer service (RFT), Database Access Interface (DAI), security measures such as 
certificate authentication, and GridFTP which is the file transfer method across public domain much like FTP. The 
bottom-most layer called Fabric describes the archiving storage system, networking, and database systems needed to 
house the Data Grid model. 
 

 
  Figure 1.  Overview Architecture of Medical Imaging Informatics Data Grid 
                                            Orange: developed at IPILab, Blue: Globus Toolkit, Grey: hardware 
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The physical computer components that make up the Data Grid architecture are grid-access-points (GAP), web servers, 
database servers, and high-capacity SAN or NAS storage silos. The grid-access-points are servers (one at each 
participating site) that function as the gateway into the Data Grid. It houses the top three layers of the Data Grid 
architecture seen in figure1, which makes the grid-access-point the primary component of the Data Grid system. It is 
both DICOM-compatible and utilizes the Globus Toolkit to transfer incoming files to SAN storage, other site nodes or 
directly to on-site user workstations. The next component is the web-server, which provides user interface pages such as 
log-in, uploading of DICOM files, and report viewing capabilities to on-site users. Access from users outside of a local 
network is not permitted for security purposes. For this reason, the web-server can also be hosted on the grid-access-
point if the hardware so permitted.  The database servers are unlike the previous two and do not require to be hosted at 
every site, but need to be redundant and available to all grid sites. It can be made secure by using firewall filtering and 
SSL secured connections from the grid-access-points. Redundancy of the databases is done via mirroring and monitoring 
services on each database server that guarantee updated data synchronization. The last physical components are high-
capacity SAN or NAS storage silos. For fault-tolerance, there is a minimum requirement of two participating silos, but 
can be expanded depending on the storage space requirements and back-up policies. These storage silos require the 
Globus Toolkit to be installed to permit GridFTP transfers and certificate authentication. They too should be protected 
behind firewalls to limit access to only known remote grid-access-points.  
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Figure 2.  Overview of the Data Grid model for Molecular Imaging Center at USC 

 
Figure 2 is a workflow overview of the USC Molecular Imaging Center (MIC) utilizing the Molecular Imaging 
Informatics Data Grid to archive and disperse its findings to other research facilities at USC. The USC Molecular 
Imaging Center receives requests for small animal imaging studies from faculty and research groups on campus.  After 
the MIC staff perform the planned set of imaging studies and generate reports of their findings, they upload the post-
processed images and reports to the grid-access-point through the on-site Data Grid web server. In Figure 2, the web 
server is located on the same machine as the grid-access-point. Upon receiving files, the GAP recognizes the file format 
and converts images and textual data into DICOM if they are not already in the “dcm” format for archiving and 
distribution. For example, TIFF images generated in autoradiography and the region-of-interest files generated by a 
microCT modality are converted to DICOM at the GAP before being archived via GridFTP to a remote SAN at the 
IPILab. The DICOM header information that holds the metadata for these images and reports are entered by users on the 
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Data Grid web-based user interface (UI) when the files are initially uploaded at attached during the DICOM conversion. 
At the third site, a clinical PET/CT radiology center for example, a GAP is also set up for researchers and participating 
radiologists who would benefit from access to imaging and report data generated at either the MIC or IPILab. They 
would be able to query/retrieve these cases of interest directly from the local GAP without having to access remote 
archives or licensed workstations just for viewing purposes. 

 
2.2 File Format Normalization 
 
The preliminary step in adopting a data grid model at a molecular imaging lab is file format normalization of images and 
findings so that they can be comprehended and viewable in non-proprietary systems. Because significantly more post-
processing is done using original raw data in the molecular imaging lab as compared to clinical radiology, not all raw 
data formats can nor should be converted into standardized formats such as DICOM. For these raw data formats a 
different type of archiving method is required, but will not be discussed here. However, the final results, generated by 
post-processing reconstructions and ROI analysis, are almost always viewable in 2-D images or transcribed into textual 
reports and excel sheets. Therefore the first step towards supporting the diverse modalities’ data in the Molecular 
Imaging Informatics Data Grid is to convert final output images and textual reports into DICOM with header 
information specifying the researcher and experimental metadata. Some image conversions needed are exhibited in table 
2 below. Note that ultrasound machines used in small animal imaging labs are similar to the ones used for clinical 
radiology so their output screen captures are already in DICOM format. 
 
 Table 2.  Imaging conversion methods for molecular imaging modalities. 
Modality Output Format Final Format Method 

MicroPET TIFF DCM Java Advanced Imaging 
MicroCT CT DCM Linear Transform 
Optical Imaging PNG DCM ImageIO 
Autoradiograph TIFF DCM Java Advanced Imaging 
Ultrasound DCM DCM None 
 
As for textual documents and excel sheets, a language parser is required to extract specified content of interest and 
constructed into a DICOM Structured Report using DCM4CHE. This will be discussed in the following section 2.4. 
 
2.3 Web-based User-Interfaces 
 
There are two methods to access images and reports stored in the Molecular Imaging Informatics Data Grid: a DICOM 
node such as a PACS workstation and DICOM viewer with query/retrieve functionality could pull studies from a local 
grid-access-point via DICOM protocol; or a user could log-in to the web-based interface hosted by an on-site web-server 
and view the images and reports there based on their user privileges. The benefit of the former option is compatibility 
with existing clinical PACS applications to allow radiologist to work in a familiar environment while doing their 
research. The benefit of the later is portability, customizable input and functionality, and grid management tools.  
 
The web-server could be located on the same server as the grid-access-point, but regardless, it interacts with the grid-
access-point as just another DICOM node. Figure 3 demonstrates the workflow of the Data Grid system with the web-
based user interface. The staff at MIC are able to upload images and text reports to the web server via HTTP to a local 
web server where file format normalization is performed before being archived into the Data Grid. The grid-access-point 
has a DICOM receiver, a Metadata Catalog Service, and a Structured Report Catalog Service that communicates with the 
database server before the actual files are archived in replicated storage silos. On the other end, researchers can access 
these images and reports also from the web-based user interface by logging in and giving requests to their grid-access-
points in the form of HTTP forms and buttons. The web page translates those requests into DICOM query/retrieve 
actions.  
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Figure 3.  Workflows for uploading and accessing molecular imaging images and findings using  

the web-based user interface, provided in the Molecular Imaging Informatics Data Grid. 
 
2.4 Structured Reporting 
 
A method is needed to normalize textual reports being generated by the various molecular imaging modalities. The 
current model is to generate reports by the small animal imaging lab staff using a simple copy-paste routing. Though this 
method is efficient for getting results to the researchers, it is not the efficient for data mining purposes and archiving. 
Thus the file format normalization is also required for report creation by conforming to the DICOM Structured Report 
standard. The benefits of this standard are not only compliance to DICOM header metadata, but are also seen in the tree-
like structure that allows content to have relational meaning rather than implicit containment of objects. To achieve 
compliance, the conversion algorithm requires knowledge of modality type and a language parser that can extract desired 
content from the various txt or excel files. The conversion algorithm will use dcm4che to construct the DICOM-SR file 
after the content of interest has been extracted. The result is a report can be managed in the metadata catalog service in 
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much the same way as a DICOM image file. The DICOM Standard currently has the Supplement 23 that defines general 
SR attributes such as observer information, completion flags, procedure description, and references to other SR files that 
the creator may find important for reference. Below is a diagram taken from Supplement 23 that describes the general 
structure of an SR report. Each content item can take the form of a various value types such as text, code, date, image, 
coordinate, uidref, waveform, etc. Each relationship can take the form of “contains”, “has properties”, “inferred from”, 
“has observation context”, etc. With such descriptive flexibility, DICOM-SR is a great mechanism to be adopted for 
reports generated in molecular imaging labs. 
 
Below in figure 4, is a sample viewer that can display an SR file. Such viewers can easily be integrated into the web-
based user interface for researchers to see their findings. 
 

 
      

            Figure 4.  Sample DICOM-SR document provided by IPILab, USC. Courtesy R2 Technology, Inc. 
 
 

3.   RESULTS and DISCUSSION 
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The Molecular Imaging Informatics Data Grid is currently being implemented at the USC Health Sciences Campus. 
Prior imaging studies that have been published and archived at the USC Molecular Imaging Center are being migrated 
into the Data Grid system. A total of 4 TB has been allocated on two separate storage silos for this initial phase. TIFF 
images have been converted to DICOM and certain text reports have been manually converted to the DICOM-SR 
format. A web-based user interface has been developed to manage grid services, to allow users to log-in and upload 
DICOM imaging studies and SR files, query, retrieve and view DICOM images and structured reports, and to allow 
customized anonymization of incoming DICOM files before archiving into the Molecular Imaging Informatics Data 
Grid. The next steps are to provide real-time support for imaging studies being generated at the MIC, to archive non-
DICOM data, and to allow remote researchers to create their own SR reports, and to plan and manage their experimental 
studies online.  
 
 

4.  CONCLUSION 
 

Adopting a Data Grid model into the molecular imaging and small animal imaging research community is a significant 
step towards molecular level research and a bottom-up understanding of medical diagnosis and treatment methods. Some 
challenges of multi-modal imaging infrastructure have been discussed to demonstrate the need for improved workflow 
and virtualized archiving, distribution and computational infrastructure for molecular imaging labs. Existing work in 
applying the Data Grid model towards PACS tier 2 backup solutions, where fault-tolerance is a high priority, and 
imaging-based clinical trials, where data security and auditing are primary concerns, have strengthened the 
understandings and approaches of applying a similar model into molecular imaging. Nonetheless this new arena of 
research and imaging presents its own set of challenges for the Data Grid project to explore. Novel database designs, file 
format standardization, archiving and distribution workflows are fundamental engineering steps toward a virtualized 
infrastructure in molecular imaging research. 
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Abstract
Purpose With the large amount of image data accumulated
daily frommedical imaging modalities and picture archiving
and communication systems (PACS) in hospitals and from
healthcare biometrics related databases, we can take advan-
tage of these data resources to investigate innovative clinical
service, research and education using the concept of ima-
ging informatics. In this paper we present five independent
concepts and technologies in their own right and their inter-
twined relationship in achieving some goal-oriented health-
care applications.
Methods The five independent concepts and technologies
with goal-oriented healthcare applications include medical
imaging informatics infrastructure; Data Grid for image fault
tolerant backup and disaster recovery; integration of
computer-assisted detection and diagnosis (CAD) in daily
clinical practice; biometrics technology for patient location
and identification in an enterprise Hospital/Radiology infor-
mation system (HIS/RIS/PACS) integrated environment; and
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the concept of in vivo image-guided diagnosis and real-time
surgical treatment.
ConclusionThe success of implementing these novel techno-
logies and concepts would have tremendous impact to bet-
ter present and future healthcare delivery as illustrated by
examples in the paper.

Keywords PACS ·Medical imaging · Imaging informatics ·
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Abbreviations
API Application programming interface
BAA Bone age assessment
CAD Computer-assisted detection and diagnosis
CSI California Spine Institute
DICOM Digital imaging and communications in

medicine
ePR Electronic patient record
FRS Facial biometric recognition system
FT Fault tolerance
G & P Greulich and Pyle bone development Atlas
GT4 Globus Toolkit Version 4, open source soft-

ware for Grid Computing
GUI Graphical user interface
HCC II Healthcare consultation center II
HIPAA Health insurance portability and accounta-

bility act
HIS Hospital information system
HL-7 Health level seven
IHE Integrating the healthcare enterprise
InfoRAD A group of scientific sessions dedicated

to radiology informatics in the RSNA
Scientific Assembly and Annual Meeting
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IPILab Image processing and informatics
laboratory, USC

LTVS Location tracking and verification system
using biometric technologies

MIII Medical imaging informatics infrastructure
MISS Minimally invasive spinal surgery
PACS Picture archiving and communication

system
Perl Practical extraction and report language
RIS Radiology information system
ROI Region of interest
RSNA Radiological society of North America
SAN Storage area network
SC DICOM screen capture service
SJHC Saint Johns Healthcare Center
SR DICOM structured report service
USC University of Southern California
WS Workstation

Introduction

We select five independent concepts and technologies in
medical imaging informatics and medical biometrics to
discuss their intertwined relationship and utilization in heal-
thcare delivery. The first concept is medical imaging infor-
matics infrastructure (MIII) which lays the foundation of
medical imaging informatics. The second is Data Grid tech-
nology and its application in medical imaging which pro-
vides a fault-tolerant storage method for the longevity of
medical imaging and biometric data. The other three topics
are applications which utilize various components in MIII
for applications. They are: integration of computer-assisted
detection and diagnosis (CAD) in daily clinical practice; bio-
metrics technology for patient tracking and identification in
an enterprise HIS/RIS/PACS (Hospital/Radiology informa-
tion system/Picture archiving and communication system)
integrated environment; and in vivo image-guided diagnosis
and real-time surgical treatment. Figure 1 shows the relation-
ship and utilization of these five concepts and technologies,
the details of each are discussed in following sections.
Although these five concepts and technologies are inde-

pendent, a different applicationwould take them intertwining
with others to accomplish the targeted task. Section “Five
independent concepts and technologies in imaging infor-
matics and biometrics” presents five theme interconnected
ellipses each of which describes a concept or technology.
Each Example given in Section “Summary” first describes
the application, components used in the theme ellipse fol-
lowed by the utilization of components from other ellipses
depending on the application under consideration.
Among imaging informatics components and technolo-

gies, Data Grid would benefit the HIS/RIS/PACS and
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Fig. 1 The relationship of five concepts and technologies (large and
small ellipses) discussed in this paper. MIIIMedical imaging informa-
tics infrastructure (large ellipse the fundamental infrastructure used by
others); Data Grid is for fault tolerancemedical image archive, SAN sto-
rage area network;CAD computer-aided detection and diagnosis; LTVS
location tracking and verification system using biometric technologies;
MISS minimally invasive spinal surgery, ePR electronic patient record;
HIS/RIS/PACS and medical images are data components of MIII used
by all others

electronic patient record (ePR) integration, minimally inva-
sive spinal surgery (MISS) data retrieval and outcomes ana-
lysis, and data mining of CAD results for improvement in
radiology diagnosis. HIS/RIS/PACS integration allows for a
better ePR with image distribution design and implementa-
tion, which in turn, provides the cornerstone for the develop-
ment of efficient and effective MISS operation. In biometric
technologies, HIS/RIS integration provides patient registra-
tion and procedural time stamp data to the location tracking
and verification system (LTVS) to track, locate and identify
the patient is actually in the pre-assigned procedure room
within a given time period after registration. Currently, there
is no single player, either at the research laboratory and hos-
pital (customer), or any manufacturer or company (provider)
would have enough resources to research and develop all
these technologies. The customer and the provider have to
work together in order to achieve fruitful results. The Sum-
mary section describes roles of the customer and providers
would have to play in each application.

Five independent concepts and technologies in imaging
informatics and biometrics

HIS/RIS/PACS as the infrastructure for medical imaging
informatics research

HIS/RIS/PACS-based medical imaging informatics

HIS/RIS/PACS-based medical imaging informatics is to use
existing integrated hospital information system (HIS), radio-
logy information system (RIS), and picture archiving and
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Fig. 2 The relationship between HIS/RIS/PACS and medical imaging
informatics. Electronic patient record (ePR) systems are application
specific Web-based patient object oriented database with image distri-
bution. Imaging informatics servers are application specific

communication system (PACS) resources including images
and related data for systematic large-scale horizontal and
longitudinal clinical service, education, and research applica-
tions that couldnot havebeenperformed individually because
of insufficient data and unavailable tools. HIS/RIS/PACS
integration shown in Fig. 2 relies on the digital imaging
and communications inmedicine(DICOM) standard for ima-
ging format and communication protocols, and health level
(HL-7) standard for textual format, and integrating the heal-
thcare enterprise (IHE) for workflow profiles (Upper rec-
tangle in Fig. 2). Medical imaging informatics infrastructure
(MIII) extracts relevant images and data fromHIS/RIS/PACS
to form the database (Lower rectangle in Fig. 2), and in doing
so, becomes the vehicle to facilitate the utilization of HIS,
RIS and PACSdata for informatics applications in addition to
their daily clinical service. Three applications,CADbone age
assessment, LTVS, and MISS mentioned above will be dis-
cussed in details in the Section “Five independent concepts
and technologies in imaging informatics and biometrics” uti-
lizing different components and servers inside the two rec-
tangles.MISS is based on the electronic patient record system
(ePR), LTVS usesHIS andRIS data of the patient to facilitate
patient location and verification, and bone age assessment
relies on the HIS/RIS/PACS integration. Figure 2 shows the
relationship between HIS/RIS/PACS and imaging informa-

tics. Figure 3 illustrates MIII components and their logical
relationship [1].

Data Grid for medical images

Data Grid basic

Data Grid is a service in the Grid Computing technology
situated in the third layer of theMIII. Several large-scaleData
Grid architectures, such as TeraGrid andData Replication for
LIGO, and Globus tool kit have been developed by the Grid
community for fast movement of large amount of data among
multiple research institutes. In this section, we describe the
Globus in more detail. Data Grid is important for storing
large-scale imaging informatics and biometric data because
of its fault-tolerant nature of design.

Fault-tolerant backup archive and disaster recovery
for medical images

A Data Grid specifically designed for clinical image backup
and disaster recovery has been developed at the image pro-
cessing and informatics laboratory (IPILab), USC using the
Globus Toolkit 4 (GT4) [2]. This Data Grid was designed to
utilize the strengths of grid technology along with PACS/
DICOM (Digital Imaging and Communications in Medi-
cine) technology for storing and distributingmedical images.
In particular, some PACS/DICOM resources were embed-
ded within the five layer grid computing architecture: fabric,
connectivity, resource, collective, and applications (See
Fig. 4). DICOM services included Storage services, Query
services, and Retrieve services in the DICOM protocols,
which were integrated with other Data Grid Services shown
in the shaded boxes in Fig. 4 [3]. Figure 5 shows a Data
Grid architecture for backup and disaster recovery of three
PAC systems. The Data Grid is now being used at IPILab
for three applications: backup archive of the clinical PACS
at HCC II (Healthcare Consultation Center II, see Fig. 5 the
rightmost column), USC; IPILab research data backup; and
experimental radiology core backup in several image-based
clinical trials.

Fig. 3 Five MIII layers and their logical relationship. The first layer
from bottom contains HIS/RIS/PACS data, the second layer consists of
common tools in MIII; the third layer is general databases including

knowledge base, simulation and modeling, and data mining software
packages; the fourth layer is application specific software; and the top
layer is customized software

123

63



30 Int J CARS (2008) 3:27–39

Fig. 4 Five-layer architecture and components of the Data Grid Glo-
bus toolkit 4, shaded areas are integrated components with DICOM
services developed at IPI embedded in the Globus. Application Layer
(top) software is designed for clinical image data recovery. See also
Fig. 5 caption for symbols

Fig. 5 Configuration of three PACS sites data storage systems (shaded
boxes) which contribute to the image data shared storage resources in
the Data Grid. Each SAN (storage area network) has two partitions,
partition P1 at each site is used to store its own PACS images, whereas
P2 becomes a shared resource of the Data Grid. Failure of any PACS
server and/or archive in the P1 of SAN storage can be recovered by the
Data Grid automatically after the failed equipment are up and running.
Workstations (WS) outside of the Data Grid can access the grid for
image query/retrieve service to continue clinical operation when its
own PACS fails. Saint Johns Healthcare Center (SJHC), Santa Monica,
CA; Healthcare Consultation Center II (HCCII), University of Southern
California (USC); Image Processing and Informatics Laboratory (IPI),
USC; Fault tolerance (FT)

Integration of computer-aided detection/diagnosis (CAD)
with PACS operation

The first two concepts and technologies, HIS/RIS/PACS inte-
gration and Data Grid discussed above, are components of
theMIII infrastructure, they serve both as building blocks and
for value-added imaging clinical applications. The next three
topics to be discussed onCAD, LTVS andMISS are concepts
and technologies outside the realm of radiology. However,
these applications use data derived from HIS/RIS/PACS.

CAD is a computer method to obtain quantitative measu-
rements from medical images along with clinical informa-
tion to assist clinicians and radiologists to assess the clinical
state of a patient under consideration more objectively. CAD
software can be in a stand-aloneCADworkstation, or be inte-
grated in the PACS as PACS-based CAD. In order to utilize
the CAD results more efficiently and timely, CAD should be
integrated with daily clinical HIS/RIS/PACS operation. Cur-
rently, some PACS and CAD companies have some success
of integrating several CAD applications, but either in a CAD
specific workstation, or in a close environment PACS opera-
tion through proprietary software. In this section we present
the integration of PACSwith CADusing an open architecture
PACS–CAD integration toolkit based on DICOM and HL 7
standards and IHE workflow profiles. One CAD on bone age
assessment under clinical validation is used as an example.

CAD–PACS integration toolkit

CAD–PACS© is a software toolkit using DICOM and HL
7 standards and IHE profiles for the integration of CAD
results with the PACS workflow. This CAD software tool-
kit is modularized and can be installed in a standalone CAD
workstation, a CAD server, a PACS workstation, a PACS
server or a mixture of some of the above. In general, a CAD
company would be in favor of the first two approaches so
that they don’t have to get into the PACS software which is
extreme complex, whereas a PACS company would prefer to
acquire the CAD and integrate it with its own PACS using
the latter three approaches. Figure 6 depicts the architec-
ture of the CAD–PACS© which has three versions DICOM-
SCTM, DICOM-PACS-IHETM, and DICOM-CAD-IHETM

[4,5]. The first version uses the DICOM Screen Capture
(SC) service which is simple to design and implement but
with limitation in clinical research. It uses screen capture to
store CAD results for viewing purpose only. The second ver-
sion uses the DICOM Structured Report (SR) service and
several IHE Workflow Profiles, the methodology is elegant
but requires several modules of the toolkit to be installed in
the PACS server which would need intensive collaboration
of the PACS manufacturer during the integration. The inte-
gration would require patience and perseverance from the
integrator because of the protective culture of PACS busi-
ness. The third version also uses DICOM SR and Key Image
Note IHE Profile, this method reduces the necessity of alte-
ring the current PACS Server, but CAD results are stored in
the CAD server and not in PACS. This version is favored by
CAD manufacturers because they have the ability to install
the toolkit in theirCADserver and integrateCADresultswith
the clinical workflow. DICOM SR provides the data format
allowingCAD results, text, images, graphics and annotations
to be directly store in the DICOM SR compliance PACS or
CAD server. The last two versions are the correct methods of
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Fig. 6 Left and middle The original design of CAD–PACS© integra-
tion toolkit has two versions: The DICOM–SCTM, and the DICOM-
PACS-IHETM. Right DICOM-CAD-IHETM (Green) version is a
modification from the second version (middle) by extending the toolkit
to the CAD Server. Each version consists of modules. The DICOM-
CAD-IHETM (Green) is independent from the PACS manufacturer as
long as the PACS workstation is complied with the DICOM SR, the

third (right) version is favored by the CAD manufacturers or research
laboratories for integration. The three modules i-CADTM, Receive-
SRTM, and Display-SRTM are the same in both DICOM-PACS-IHETM

and DICOM-CAD-IHETM versions. Post-processing manager (PPM)
allows the integration of CAD results with the PACS server which is
PACS specific and would require PACS vendor’s assistance for imple-
mentation

integrating CAD with PACS because direct CAD results in
clinical workflowwould enhance future PACS research capa-
bility and improve the utility of medical imaging informatics
infrastructure.

An example—bone age assessment of children

This application describes the integration of the CAD for
bone age assessment of children with a clinical PACS for
daily operation using the CAD–PACS@ integration toolkit.
Clinical bone age assessment for children has been based on
the 1950 Greulich and Pyle Atlas (G & P) from a homo-
geneous population. With today’s diverse ethnicities in the
US and around the world, the atlas may no longer be a good
reference. A digital hand atlas is described here as a means
to possibly replace the classic P & G Atlas for bone age
assessment.
We have collected 1,400 normal children hand images

from Caucasian (CA), African American (AA), Hispanic
(HI), and Asian (AS); male (M) and female (F), ranging
from 0 to 18years. The validation of normal was determi-
ned with three standards: body mass index, Tanner Matu-
rity Index, and chronological versus skeletal age from the
1,940 Brush Foundation Study. Each image was read by
two to four pediatric radiologists. A computer-aided diagno-
sis (CAD) based on phalangeal and carpal bone growth has
been developed to assess the bone age. 50% of the collected
images were used for training the CAD, and the other 50%
for evaluation. The data from 0 to 18years was categorized
into eight categories (CAM, CAF, AAM, AAF, HIM, HIF,
ASM, andASF) for comparison. These data togetherwith the
CAD algorithm form the basis of the digital hand atlas [6,7].
Figure 7a describes the workflow of using the digital hand
atlas in the PACS environment for bone age assessment of
children. Figure 7b shows the graphical user interface page
of bone age assessment results depicted on a PACS worksta-
tion. The system integration methodology and the accuracy

of the radiologists’ readings without CAD compared to those
with CAD are under clinical validation [8,9].

Integrating HIS/RIS/PACS data with biometric
technologies in healthcare environment

Background

Most healthcare facilities currently struggle with protecting
medical data privacy, mis-identification of patients, and long
patient waiting times [10]. With the explosion of digital ima-
ging and medical records, more and more medical data are
managed and stored electronically in differentMedical Infor-
mation Systems, for example, HIS, RIS, PACS, and ePR.
In order to protect the privacy of personal health informa-
tion, Health Insurance Portability and Accountability Act
(HIPAA) [11] privacy rules regardingnational standardswere
published on 11 April 2003 and mandated on 11 April 2006.
Great care should be taken to protect patient confidentiality
to meet partial HIPAA requirement.

A location tracking and verification system (LTVS)
for patient in clinical environment

This section describes a location tracking and verification
system (LTVS) which integrates biometric technologies, and
HIS/RIS/PACS data in the MIII core infrastructure (see
Fig. 1) to automaticallymonitor and identify staff andpatients
in healthcare image-based environment as a means to
partially conform to HIPAA requirement. Biometric techno-
logies used in this application include facial features recog-
nition and fingerprint recognition. HIS/RIS/PACS data
required are not the patient history, diagnosis, treatment,
and outcomes; but the time stamps of patient registration,
procedure workflow, examination duration, and patient
discharge.
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Fig. 7 a The workflow
(numerals) of using the digital
hand atlas with CAD integrated
in PACS environment for bone
age assessment (BA) of
children. b Results of the bone
age assessment of a child using
the digital hand atlas are shown
on a PACS workstation (WS).
Upper left Hand image of the
child; upper right results;
bottom left Phanlangeal bone
regions of interest (ROIs);
bottom middle Carpal bone ROI.
CAD results (images in the
bottom row and text in the right
column) stored in DICOM SR
format allow the PACS WS to
retrieve and pair them with the
hand image (image in the upper
left) archived in the PACS
database and display them all on
the WS monitor as shown

The design of the LTVS requires a workflow study to
observe the physical location and movement of patient and
staff in the clinical environment. The environment includes
floor space and set up, various operating clinical information
systems like HIS, RIS, PACS, ePR, and imaging equipment.
Based on the analysis of this workflow study, a LTVS can be
designed using a wireless real-time location system, and a
facial biometric system or a finger print recognition system
integrated with the RIS. The LTVS uses wireless techno-
logy for tracking the location of patients and staff [12] and
facial (discussed in this section) [13] or fingerprint biometric
technology for automatically identifying staff and patients
[14–16]. By integrating these two technologies, LTVS sys-
tem provides a simple yet systematic solution to monitor and
automatically identify staff and patients in order to streamline
the patient workflow, protect against erroneous examinations
and create a security zone to prevent and audit unauthorized
access to patient healthcare data for partial compliance of the
HIPAA mandate.

Location tracking and verification system (LTVS) design

As an example, the design of the LTVS prototype system
in the outpatient radiological imaging center of the Health-
care Consultation Center II (HCCII), RadiologyDepartment,
USC is described. The components for the LTVS consists of a
facial biometric or a fingerprint recognition module (Fig. 8a,
in this example, the facial biometric is used), and a Wi-Fi
(wireless fidelity) based tracking module (Fig. 8b) integra-

Fig. 8 System architecture shows the location tracking and verifica-
tion system (LTVS) Server which consists of a web server application
that runs the LTVS web-based Graphical User Interface (GUI). a Facial
biometrics verification module with cameras. bWireless Location Tra-
ckingmodulewith tags. cWeb serverwithGUI for clients to access.Perl
Practical extraction and report language; FRS Facial biometric recog-
nition system; API Application programming interface ([14], Fig. 2)

ted into a web-based application (Fig. 8c). “Wi-Fi” stands for
certain types of wireless local area networks (WLAN) that
use specifications conforming to IEEE 802.11 network.
The facial biometrics recognition module (Fig. 8a) uses

software that calculates and analyzes landmark positions and
features on a face to verify a person’s identity.High resolution
USBvideo cameras are used for identity verification purpose.
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Table 1 Hardware and software components of the LTVS system

Hardware Software

Dedicated LTVS Server (PC Workstation, DELL DIMENSION
3000)

LTVS GUI web application Web server (Apache)

Wi-Fi tracking devices Wireless Access Points (D-Link Xtreme G
Router) Ekahau Wi-Fi tags

LTVS Tracking API PostGreSQL Database Ekahau Wi-Fi Positio-
ning Engine

Client Workstations (PC Workstation, DELL DIMENSION 3000) LTVS Facial Verification API (Neven Vision) Image-Capturing
software

Logitech USB Video cameras

System design and implementation were completed in-house

The facial biometrics recognition module has a database for
image storage. The tracking module (Fig. 8b) consists of a
wireless radio frequency solution that utilize IEEE802.11b/g
access points and Wi-Fi tags to track the current and histori-
cal location of patients and staff stored in the LTVS database
which is a local database located at HCCII. LTVS can be
connected to any Wi-Fi network, as a result it complies with
the IEEE 802.11b/g network standard described above. In
addition to location information, the integrated web-based
application (Fig. 8c) stores data inputs into the LTVS data-
base from both the facial biometric recognition module as
well as other data from the tracking module.
The LTVS application can be installed in any standard

PC workstation with a web browser. A web-based browser
capable Personal Digital Assistant (PDA) can also be uti-
lized as a mobile application for users to monitor patient
and staff and verify patient and staff identities [15]. Table 1
lists all the hardware and software components of the LTVS
system. Based on the workflow, system integration design
and the Graphical User Interface (GUI) would allow health-
care providers to extract real-time location information and
verify the identity of the patient and staff. The tracking and
biometrics module runs independently and synchronously
using theWindows 2000 Professional operating system. The
design of the LTVS server is modular in design to facilitate
any improvements and replacements in the future. The sys-
tem was demonstrated at the InfoRAD Exhibit, ninety first
Scientific Assembly and Annual Meeting of the Radiologi-
cal Society of North America Conference 2005 and received
Certificate of Merit Award [16].

LTVS operation

Patient registration First, a patient photo is captured at the
registration desk by the video camera, correlated with patient
information from RIS/HIS, and stored in the database of the
LTVS.

Tag assignment Then, the patient is assigned a Wi-Fi tag
which links the patient information, such as the patient name

and patient birth date. It is important to include a passive
biometric ID because tracking devices can be easily lost or
stolen and used to impersonate in order to gain access to the
environment.

Patient tracking Once the tags have been assigned to
patients or staff, the system allows the staff to access patient
location records including when, where and who. It also pro-
vides the ability to locate patients on a real-time location
tracking page in the Graphic User Interface (GUI) window.
In addition, the application provides a warning message to
the staff if a particular patient has been in one location (e.g.,
waiting room) beyond the time limit.

Information security

The system can trigger an alert if an unauthorized person
enters a pre-defined restricted area, (e.g. a reading room).
These pre-defined rules are set not only for areas within the
system coverage but also base on authorized and unautho-
rized staff. For example, a technologist would be allowed
within the Reading Room, but a patient would not. Pre-
defined rules could be re-configured within the LTVS to
reflect these restrictions.

Patient safety In order to prevent patient mis-identification,
before the patient enters the procedure room for an exam, the
technologist can verify the identity of the patient by captu-
ring the patient’s facial image, and the software verifies and
confirms the patient information including the patient ID,
name, and original photos.

User interface examples Figure 9 (left upper corner) shows
four user interfacemenus of the LTVS report system inwhich
the “Report” menu is being chosen (arrow) depicting the
tracking of patient John Doe. Figure 10 shows the LTVS
“Monitoring page” menu from where the real-time location
of patients and staff can be located in the image map of the
HCCII environment. Patients John Doe 1, staff 2, and staff
3 assigned with tags (Fig. 10, top middle) are tracked on
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Fig. 9 The Report Page” provides multiple choices for querying the
report from the database (see left column, arrow). For example, in the
figure, the GUI displays a window of patient John Doe, with RIS ID,
name, status tracking device number, location, event time, event date,
and system message saying “Patient waiting longer than 30min” ([14],
Fig. 3)

Fig. 10 The GUI showing a window of the floor plan of the clinical
evaluation site, USC Healthcare Consultation Center II (HCC II). This
example depicts that patient John Doe 1, staff 2 and staff 3 each had
been assigned a tracking tag. Their names, tag accession number, status,
and physical location are shown in event list table above the floor plan
([14], Fig. 4)

the map in real-time with their names displayed next to the
locations. The real-time walking movement can be tracked
on the map as well.

Benefits of LTVS

Based on the HCCII prototype system, LTVS demonstrates
the following benefit:

1. Apatient canbe clearly identified and tracked through the
course of examinations if the patient with a photograph
taken during the registration carries aWi-Fi tag. It allows
users to understand the operational bottlenecks at HCCII
and recommend an improved workflow.

2. Healthcare providers can know the patient location and
the overall time a patient spent during the examination.
Prompts can be put in place when the patient has remai-
ned in the waiting room for more than a specific amount
of time to decrease the waiting time as to track workflow
inefficiencies throughout the time the patient is within
the department (See Fig. 9, lower right Alert Message).

3. From a security standpoint, facial recognition will pro-
vide instantaneous and highly reliable biometric iden-
tity information, to be certain that the examination was
being performed on the right patient. It helps to prevent
misidentification of patients undergoing a radiological
procedure.

4. It improves the overall clinical management of policies
and procedures in a clinical environment in order to par-
tially fulfill HIPAA requirements for patient electronic
data security.

Integration of image-based diagnosis with
treatment—minimally invasive spinal surgery (MISS)

Diagnosis and treatment

This section discusses the concept of bridging the gap bet-
ween diagnostic images and surgical treatment in the sense
that real-time images are obtained continuously guiding the
surgeon to perform the operation. Figure 11 left and right
show the diagnostic image domain and the treatment domain,
respectively. The arrow in the bottom bridging the chasm
between these two domains creates a continuum between
diagnosis and treatment. In this discussion, minimally inva-
sive spinal surgery (MISS) is used as an example to explain
the steps involved. The two real-time imaging techniques
used are digital fluoroscopic (DF or DR, see Fig. 11) and
endoscope video images (Endo). The underlining informa-
tics technologies are data collection anddepository in the ePR
data base, and patient outcomes analysis based on data in the
ePR database. Data collection and depository include from
ePR with images distribution, PACS data and other relevant
medical images not included in PACS, pre-surgical images
and data during patient consultation, intra-surgical real-time
images and vital signs data, and post-surgical observation
and vital signs data.

MISS

Back and neck pain is the price human beings pay for poor
posture, prolonged sitting, lifting, repeated bending, obesity,
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Fig. 11 The creation of a
continuum across the chasm
from diagnosis to treatment. The
traditional patient workflow is
that the patient was first
diagnosis with imaging
techniques, then surgeon
performs the surgery based on
the diagnosis. It is rarely
happened that the surgeon
performs image-guided surgery
until very recently. The example
in MISS illustrates that now the
surgeon performs the spinal
surgery under the guidance of
two real-time imaging
techniques: Endoscope and DR
(left second row)
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and injury from accidents. This ailment gives the United
States with a massive economic headache. Approximately
85% of inhabitants of the Western world are afflicted with
some degree of back or neck pain at some point in their
lives. About 25% of our population has been incapacitated
for two weeks or more due to back pain and an estimated
8–10million people have a permanent disability from it. The
economic impact is obvious. Inmost cases, simple treatments
such as bed rest, exercise, physiotherapy, and pain medica-
tion bring relief. Many sufferers are not so fortunate. If one
or more of their vertebral discs ruptures and presses on nerve
roots, the pain radiating from the back or neck and down the
limbs can be incapacitating and severe. Until recently, the
only treatment was surgical removal of part of the ruptured
disc, a major operation that required general anesthesia, the
dissection ofmuscle, removal of bone, manipulation of nerve
roots, and, at times, bone fusion. In an effort to overcome the
disadvantages of traditional surgical techniques, the scienti-
ficmedical community began exploring the use of endoscopy
(arthroscopy) for MISS operation.
An endoscope provides clear visualization and magnifi-

cation of deep structures in real time. With the advance-
ment of scientific technology and miniaturization, including
fiber optics, video imaging technology, laser treatment and
experience gained through minimally invasive spinal sur-
gery, there is a less traumatic discectomy procedure for some
patients with disc problems. In the recent years, develop-
ment of image-guided surgery has improved the precision
and reduced surgical tissue trauma [17].

The MISS procedure

Depending on the type of spinal surgery, theMISS procedure
is done with the patient under either a local anesthesia or in
some situations, a brief general anesthesia. External real-time
minimal exposure digital fluoroscopy (DF) is used to guide
the surgeon to pinpoint the exact location of the disc under
consideration based on pre-surgical evaluation ofMRI spinal
scans. After the location of the problematic disc is marked on
the skin, a small hollow tube (about 6mm) is inserted by the
surgeon into the disc space. An endoscope and a variety of
MISS surgical instruments can be inserted through the hollow
tube including mini-forceps, curettes, trephines, rasps, burrs,
cutters, and other types of probes for disc decompression
guided by real-time continuous endoscopic video images.
Lasers are also used to shrink and tighten the disc and to
remove portions of the protruded disc. The procedure takes
about 30min per disc on the average. The discectome, a hol-
low probe, is used to cut, suction and remove small pieces
of disc material until enough disc material is removed for
decompression of the nerve root. A laser is used to shrink
and to tighten the disc. The supporting structure of the disc is
not affected. Upon completion, sutures and a small band-aid
are applied to the external incision. This endoscopic proce-
dure is also used currently for bony decompression in spinal
stenosis. [18,19] Based on a 4,000 patient study at the Cali-
fornia Spine Institute (CSI) [20], endoscopic spine surgery
has a patient satisfaction score of 91%, and a 94% success
rate (for a single level of disc problem). The complication
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Fig. 12 MISS on Lumbar,
cervical, and thoracic spines.
Pre-operation arrows (upper
row) show the areas where the
disc protrudes the spine. Lower
row post MISS operation
(Courtesy of Dr. John Chiu, CSI)

Fig. 13 Minimally invasive
spinal surgery workflow

Fig. 14 Infrastructure, components, and workflow of the ePR system (SurgMatix 1©) supporting the MISS operation. Numerals are steps in the
MISS workflow

rate is much less than 1% and mortality rate directly from
spinal disc surgery is zero [21]. Figure 12 shows a cervical,
thoracic and lumbar spine before and after MISS operations.

Integration of diagnosis with treatment—an ePR system for
MISS operation

The design of an ePR System combining the aforementioned
imaging techniques and surgical methods is being develo-
ped at CSI which integrates diagnosis and treatment as one

continuum supporting MISS operation. A patient oriented
ePR with integrated image acquisition, display, manipula-
tion, management, distribution and documentation suppor-
ting MISS operation is important to facilitate and improve
operation efficient and patient outcome.
The MISS operation workflow starting from pre-surgical

consultation, pre-operation preparation, intra-operation
image and vital signs acquisition and display, post-surgery
documentation to patient recovery monitoring is shown in
Fig. 13 [22]. Figure 14 is the infrastructure and components
in the MISS ePR system [23].
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Digital Endoscopic OR suite facilitates MISS 
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Fig. 15 A Digital endoscopic OR suite for MISS operation of today
with manually controlled endoscopic systems, and images and wave-
form data scattering in the suite. With the design and implementation

of the ePR described here, the today’s suite will become a real-time
image-guided MISS OR of the future shown in Fig. 16. (Courtesy of
Dr. John Chiu) [24]

The MISS operation suite of today and future

Figure 15 shows a MISS surgical suite of today, which
describes surgical equipment and required pre-op images,
intra-op images and life-supported wave forms to support the
surgical operation [24]. Figure 16 depicts a mock-up version
of the future MISS OR with the ePR system supporting the
surgery in which the pre-op (right) and intra-op (left) image
data are shown in two organized large LCD monitors based
on the database in the ePR system. The prototype, SurgMatix
1©, is being implemented at CSI.

Summary

We have discussed five topics related to medical imaging
informatics and biometrics. Medical imaging informatics
infrastructure is the fundamental concept of integratingmedi-
cal imaging and informatics technologies logically for heal-

thcare applications. DataGrid for image fault tolerant backup
and disaster discovery technology is an indispensible tool for
maintaining the integrity of medical images and biometric
data. Integration of computer-assisted detection and diag-
nosis in daily clinical practice addresses the issue of inte-
grating specific CAD methods into daily PACS operation to
assist and improve the accuracy of imaging related diagnosis.
Using biometric technologies including facial and fingerprint
recognition for patient location and identification in an enter-
prise HIS/RIS/PACS integrated environment minimizes the
possibility of mis-identification of the patient and protects
data access right. The concept of in-vivo image-guided diag-
nosis and real-time treatment is the current trend of perfor-
ming outpatient surgical operation tominimize suffers of and
the cost to the patient resulting in a better healthcare delivery
system.
These five concepts and technologies are independent in

their own right but possess certain intertwined relationship
to complement each other. In order for them to be useful
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Fig. 16 Future MISS OR with organized pre- and real-time intra-surgical image/data in the ePR system displayed on two 52′′ LCD monitors
during surgery [23,24]

in medical imaging informatics applications, two projecting
players, that is, the customers and the providers, have the
responsibility to contribute their own shares. In this case,
customers are research laboratories, radiology departments
and hospitals; and providers are medical imaging and PACS
manufacturers, communication network and software com-
panies. Figure 1 can be used as an example on how these two
players share the responsibility of developing components
and the infrastructure in a three-step process.
The first step is to design and implement components and

their connectivity within the large ellipse. Customers first
work together with network and PACSmanufacturers to esta-
blish the HIS/RIS/PACS integration which form the MIII
core of the clinical operation and informatics infrastructure.
The extensiveness of each component is not crucial, but the
potential of its future expansion is. The customers with tech-
nological information from the providers should develop a
long-term strategic roadmap of future expectations.
In the second step, the customers should look into certain

components within the MIII core which are HIS/RIS/PACS
clinical relevant, i.e. those components have immediately
add-on values to HIS/RIS/PACS operation. In this example,
they are the two small ellipses of ePR and visualization gra-
phics tool, and network security and storage archive com-
ponents. Customers working with providers during the HIS/
RIS/PACS integration should consider including ePR and
SAN in the infrastructure with potential expansion to link to
ePR with image distribution, and Data Grid. If the budget is
allowed and the provider’s technology is available, they can
be implemented as well.
The third step is for the customer to develop special appli-

cations. Figure 1 illustrates three examples, each of which

requires a special provider(s). MISS is for the hospital to
expand ePR with image distribution to minimally invasive
spinal surgery application with the contribution from surgi-
cal device companies. CAD application is for the radiology
department to work with a computer-aided-diagnosis soft-
ware company to integrate CAD into daily clinical operation.
LTVS is the collaboration of the hospital working with a bio-
metrics location tracking and verification hardware company
and an application software company to develop a patient
location and identification system to fulfill a partial require-
ment from HIPAA.
Utilization ofmedical imaging informatics and biometrics

technologies in healthcare delivery based on HIS/RIS/PACS
data is still in its infancy, in this paper we provide certain
concepts and the infrastructure to stimulate their future
growth. We expect this field will continue to expand rapidly.
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Racial Differences in Growth
Patterns of Children Assessed
on the Basis of Bone Age1

Aifeng Zhang, PhD
JamesW. Sayre, PhD
Linda Vachon,MD
Brent J. Liu, PhD
H. K. Huang, DSc

Purpose: To collect up-to-date data in healthy children to create a
digital hand atlas (DHA) that can be used to evaluate, on
the basis of the Greulich and Pyle atlas method, racial
differences in skeletal growth patterns of Asian, African
American, white, and Hispanic children in the United
States.

Materials and
Methods:

This retrospective study was HIPAA compliant and ap-
proved by the institutional review board. Informed con-
sent was obtained from all subjects or their guardians.
From May 1997 to March 2008, a DHA containing 1390
hand and wrist radiographs obtained in male and female
Asian, African American, white, and Hispanic children
with normal skeletal development was developed. The age
of subjects ranged from 1 day to 18 years. Each image was
read by two pediatric radiologists working independently
and without knowledge of the subject’s chronologic age,
and evaluation was based on their experience with the
Greulich and Pyle atlas. Statistical analyses were per-
formed with the paired-samples t test and analysis of vari-
ance to study racial differences in growth patterns. P � .05
indicated a significant difference.

Results: Bone age (P � .05) was significantly overestimated in
Asian and Hispanic children. These children appear to
mature sooner than their African American and white
peers. This was seen in both male and female subjects,
especially in girls aged 10–13 years and boys aged 11–15
years.

Conclusion: Ethnic and racial differences in growth patterns exist at
certain ages; however, the Greulich and Pyle atlas does not
recognize this fact. Assessment of bone age in children
with use of the Greulich and Pyle atlas can be improved by
considering the subject’s ethnicity.

� RSNA, 2008
1 From the Image Processing and Informatics Lab, De-
partment of Radiology, University of Southern California,
1450 San Pablo St, Suite 2100, Los Angeles, CA 90292
(A.Z., B.J.L., H.K.H.); Department of Biostatistics and Ra-
diological Sciences, University of California, Los Angeles,
School of Public Health, Los Angeles, Calif (J.W.S.); and
Department of Radiology, Los Angeles County Hospital
and University of Southern California Medical Center, Los
Angeles, Calif (L.V.). From the 2007 RSNA Annual Meet-
ing. Received March 10, 2008; revision requested May 1;
revision received April 3; accepted June 20; final version
accepted July 9. Supported by National Institutes of
Health grants R01 LM 06270 and R01 EB 00298: 97-08.
Address correspondence to A.Z. (e-mail: aifengz@gmail.com ).
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Assessment of bone age is a clinical
procedure used in pediatric radi-
ology to evaluate skeletal matu-

rity on the basis of bone growth in the
left hand and wrist, as seen on a radio-
graph. The determination of skeletal
maturity (also referred to as bone age)
plays an important role in the diagnosis
and treatment of endocrinologic abnor-
malities and growth disorders in chil-
dren (1,2). In clinical practice, the
method most commonly used to assess
bone age is matching of a radiograph of
the left hand and wrist with the Greulich
and Pyle atlas (3), which contains a ref-
erence set of standard hand images col-
lected in the 1950s in healthy white chil-
dren who were members of the middle
or upper class population.

Over the past 30 years, many au-
thors have questioned the appropriate-
ness of using the Greulich and Pyle atlas
for bone age assessment in contempo-
rary children. In 1975, Roche et al (4)
showed that the average child in the
United States was less physically mature
than the children in the Greulich and
Pyle atlas. In 1996, Ontell et al (5) ex-
amined the applicability of the Greulich
and Pyle standards to ethnically diverse
children. However, these studies and
various others (6–8) did not provide a

large-scale systematic method for vali-
dation. Thus, the purpose of our study
was to collect up-to-date data in healthy
children to create a digital hand atlas
(DHA) that can be used to evaluate, on
the basis of the Greulich and Pyle atlas
method, racial differences in skeletal
growth patterns of Asian, African
American, white, and Hispanic children
in the United States.

Materials and Methods

The protocol of this retrospective study
was approved and has been renewed
annually by the institutional review
boards of our institutions, and written
informed consent was obtained from all
subjects or their legal guardians. This
study was compliant with the Health In-
surance Portability and Accountability
Act. Subject anonymity was achieved by
replacing the subject name and other
traceable information with a data en-
cryption method.

Subject Recruitment
During the past 10 years (May 1997 to
March 2008), a DHA has been developed
that contains 1390 hand and wrist radio-
graphs obtained in healthy Asian, African
American, white, and Hispanic boys and
girls. All subjects (age range, 1 day to 18
years) were recruited from public schools
in Los Angeles County, California, start-
ing in the late 1990s (9–15).

Case Selection Criteria
Before the hand was examined with ra-
diography, a physical examination was
performed to determine the health and
Tanner maturity index (16) of the sub-
ject to ensure that he or she was healthy

and that his or her skeletal development
was normal. Height, trunk height, and
weight were measured and used to cal-
culate the body mass index.

Image Acquisition
Each radiograph of the hand and wrist
was obtained with a rigorous data col-
lection protocol (9). The radiographs
were obtained with an x-ray generator
(Polyphos 50; Siemens, Erlangen, Ger-
many) at 55 kVp and 1.2 mAs. The radi-
ation dose delivered per image was less
than 1 mrem (0.01 mSv), which is
equivalent to approximately 1 day of
natural background radiation. The hand
was adjusted to the correct position,
which required the subject to keep his
or her fingers spread apart and main-
tain hand straightness as much as possi-
ble; no hand jewelry was worn. The dis-
tance between the x-ray tube and the
image cassette was 40 inches. The hand
of a normal child was less than 1 inch
thick; therefore, the magnification fac-
tor was approximately 1.

Image Interpretation
After a radiograph of the hand was ac-
quired in each subject, two experienced
pediatric radiologists (each with more
than 25 years of experience in bone age
assessment) performed independent
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Advances in Knowledge

� A digital hand atlas (DHA) of
1390 hand-wrist radiographs ob-
tained in Asian, African Ameri-
can, white, and Hispanic boys and
girls with normal skeletal develop-
ment has been developed to pro-
vide an up-to-date standard with
which to assess growth and devel-
opment and is accessible at
http://www.ipilab.org/BAAweb.

� Radiologists assigned a bone age
that was relatively close to the
chronologic age in African Ameri-
can and white children; however,
cross-racial differences indicated
that Asian and Hispanic children
mature sooner than do African
American and white children, es-
pecially between 10 and 13 years
of age in girls and between 11 and
15 years of age in boys.

Implication for Patient Care

� The discovery of cross-racial dif-
ferences at different age ranges
sheds light on the possibility that
bone age assessment in children
can be improved by considering a
child’s ethnicity, especially when
accurate assessment of bone age
is crucial to patient care (optimal
surgical intervention in children
with leg length discrepancies).
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readings based on Greulich and Pyle at-
las standards. During reading, radiolo-
gists were blinded to the subject’s chro-
nologic age, race, and other pertinent
information.

The subject’s bone age, as deter-
mined by the radiologist, was compared
with the subject’s chronologic age. The
image was selected and accepted to
the DHA only if the difference between
the subject’s bone age, as determined
by the radiologist, and the subject’s chro-
nologic age was less than 3 years. The
acceptance rate was higher than 90%.

Image Digitization
For data analysis, Web-based image
and data distribution, and communica-
tion in the clinical environment and
public domain, each accepted radio-
graph (subject name and identification
were covered with black tape) was digi-
tized into the Digital Imaging and Com-
munications in Medicine (DICOM) for-
mat by using a laser film digitizer (Ar-
ray, Tokyo, Japan); furthermore, each
subject’s information (excluding his or
her name and identification, as well as
any other traceable data) was put in the
DICOM header (17–19). We used the
following parameters: 12 bits per pixel,
optical density of 0.0–4.0, and 100-�m
pixel spacing. The size of the image cor-
responded to the size of the original ra-
diograph. Table 1 contains the pertinent
information of four 14-year-old boys of
different races. The corresponding ra-
diographs of their hands are shown in
Figure 1.

Data Collection Summary
There were two cycles of data collection,
each of which had eight categories (Asian
boys, Asian girls, African-American boys,
African-American girls, white boys, white
girls, Hispanic boys, and Hispanic girls).
Each category contained 19 age groups
(one for subjects younger than 1 year and
18 set at 1-year intervals for subjects aged
1–18 years). The two pediatric radiolo-
gists independently read all images ob-
tained in each cycle. Cycle 1 consisted of
1103 digitized hand images with demo-
graphic data. Five cases for each younger
age group (1–9 years) and 10 cases for
each older age group (10–18 years) were

included. The sample sizes were chosen
to achieve a precision of approximately
0.20 for all age groups, with a 95% confi-
dence interval when using the digital hand
atlas to compare bone age with chrono-
logic age. Precision is defined as the con-
fidence interval width divided by the esti-

mated mean value of chronologic age.
Subjects younger than 1 year were con-
sidered infants, and their data were not
used for analysis.

In order to study the active growth
period in children aged 5–14 years
more carefully to yield better statistics,

Figure 1

Figure 1: Examplesof radiographsobtained in (a)a14.13-year-oldAsianboy, (b)a14.46-year-oldAfricanAmerican
boy, (c)a14.79-year-oldwhiteboy,and (d)a14.64-year-oldHispanicboy.Correspondingdemographicdataandbone
age,asassignedbytworadiologists,are includedin theDICOMimageheader(Table1).
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data were collected in 287 subjects dur-
ing the second cycle after the first cycle
had been completed. Thus, a total of
1390 cases were included in the DHA.
The breakdown of cases was as follows:
167 Asian girls, 167 Asian boys, 174
African American girls, 184 African
American boys, 166 white girls, 167
white boys, 183 Hispanic girls, and 182
Hispanic boys. These 1390 cases were
used to derive the results described in
this article.

Statistical Analysis
Statistical analysis was performed with
computer software (SPSS, version 15.0
for Windows; SPSS, Chicago, Ill). Graphs
were generated with third-party software
(KaleidaGraph 3.5; Synergy Software,
Reading, Pa). Two types of analysis, the
paired-samples t test and analysis of vari-
ance, were performed by using chrono-
logic age as the reference standard. Data
from subjects in the newborn group were
not used for analysis. P � .05 indicated a
significant difference.

Data acquired in both cycles for
each race and a given sex were com-
bined with data for the entire age range
(1–18 years), and the paired-samples t
test was performed on a case-by-case
basis to find the mean difference be-
tween the average bone age of two read-
ings and the chronologic age. This re-
sulted in eight categories for compari-
son: Asian boys, Asian girls, African
American boys, African American girls,
white boys, white girls, Hispanic boys,

and Hispanic girls, each depicting the
overall view of differences between the
radiologists’ average bone age reading
against the chronologic age for subjects
of each race and sex.

On the basis of the effects of the growth
factor and sexual hormones, as well as our
observations in the phalangeal, carpal, and
wrist joint regions (9–15), we divided the
entire growth age ranging from 1 year to 18
years into four age subsets, as shown in
Figure 2. These subsets were used to study
differences in growthpatterns of childrenof
different races in a given subset. Analysis of
variance was used to study the cross-racial
comparisons for a given subset of growth
range on the basis of differences between
chronologic age and bone age.

Results

Radiologist Interpretation
Table 2 shows the mean difference in
age between the average bone age as-

Figure 2

Figure 2: Charts show the four divided age
subsets for (a) girls and (b) boys. These charts
provide a roadmap for use in the study of racial
differences during different growth periods. In
a, purple indicates 1–5 years of age; orange, 6–9
years of age; green, 10–13 years of age; and blue,
14–18 years of age. In b, purple indicates 1–7
years of age; orange, 8–10 years of age; green,
11–15 years of age; and blue, 16–18 years of age.

Table 1

Pertinent Information in Four 14-year-old Boys of Different Races

Subject
No. Race Sex Birth Date Examination Date

Chronologic
Age (y)

Tanner
Maturity
Index Score

Height
(cm)

Trunk
Height
(cm)

Weight
(kg)

Bone Age
Assigned by
Reader 1 (y)

Bone Age
Assigned by
Reader 2 (y)

1 Asian Male May 26, 1987 July 12, 2001 14.13 5 170.00 88.90 55.50 15.75 15.50
2 African American Male June 18, 1981 December 3, 1995 14.46 3.5 168.00 82.55 49.30 13.25 14.00
3 White Male July 05, 1979 April 19, 1994 14.79 4 169.00 86.70 56.00 14.00 14.50
4 Hispanic Male September 13, 1983 May 6, 1998 14.64 5 168.40 83.82 51.60 15.00 15.00

Note.—The DICOM header includes the subject’s demographic and health-related information, as well as the bone age assigned by the radiologists. These data, along with the corresponding image,
can be retrieved from the Web-based DHA.

Table 2

Mean Difference between Bone Age Assigned by Radiologists and Chronologic Age
according to Race and Sex

Characteristic
Asian African American White Hispanic

Girls Boys Girls Boys Girls Boys Girls Boys

Mean difference between
bone age assigned by
radiologists and
chronologic age (y)

0.24* 0.41* 0.03 �0.02 �0.15* 0.01 0.24* 0.30*

No. of cases† 166 165 170 179 163 164 182 178

* Mean difference between bone age assigned by radiologists and chronologic age was significant (P � .05).
† Infants (patients younger than 1 year) were excluded from analysis.
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signed by two radiologists and the chro-
nologic age for each of the eight catego-
ries separated by race and sex. Since we
collected data in children with normal
skeletal development, the differences
with asterisks shown in Table 2 are
within 2 standard deviations between
the normal chronologic age and the av-
erage bone age (see the Case Selection
Criteria section) and may not be impor-
tant from a clinical perspective. How-
ever, we were able to conclude that the
radiologists had a slight tendency,
which was statistically significant, to
overestimate bone age in the Asian and
Hispanic populations as a whole.

Cross-racial Comparisons
The cross-racial differences assessed
with analysis of variance among the four
races in the four divided age subsets
(Fig 2) are presented in Figure 3.

Figure 3a shows that in girls, signifi-
cant mean differences of average read-
ing between races were observed in the
third age subset (10–13 years). Radiol-
ogists overestimated bone age in Asian
girls in comparison with their African
American and white peers by approxi-
mately 0.59 year and 0.70 year, respec-
tively. Similarly, radiologists overesti-

mated bone age by 0.58 year in Hispanic
girls when compared with African
American girls. Figure 4 shows plots of
bone age versus chronologic age in
Asian girls versus white girls, Asian girls
versus African American girls, and His-
panic girls versus African American
girls. In each comparison, the figure on
the left covers the entire age range
(1–18 years), whereas the figure on the
right shows a close-up view of the third
age subset (10–13 years).

Similar patterns were also observed
in boys (Fig 3). In the third age subset
(11–15 years), significant overestima-
tion of bone age of 0.97 year and 0.83
year was observed in Asian and His-
panic boys, respectively, when com-
pared with African American boys.
Overestimation of 0.65 year continued
until the fourth age subset (16–18
years) when Asian boys were compared
with African American boys. Further-
more, comparison of white boys with
Asian and Hispanic boys in the third age
subset (11–15 years) resulted in signif-
icant overreading of 0.59 year and 0.46
year, respectively. Figure 5 shows bone
age versus chronologic age in four racial
pairs: (a) Hispanic boys versus African
American boys, (b) Asian boys versus

African American boys, (c) Asian boys
versus white boys, and (d) Hispanic
boys versus white boys.

Discussion

An up-to-date DHA for four ethnic
groups has been developed with 1390
hand and wrist radiographs obtained in
Asian, African American, white and
Hispanic boys and girls with normal
skeletal development aged between 1
day and 18 years. Each case was read by
two pediatric radiologists working inde-
pendently on the basis of the Greulich
and Pyle atlas standard. The normality
and consistency of the data were en-
sured by radiologists’ readings and a rig-
orous quality assurance data collection
protocol. Hand radiographs were digi-
tized and stored in the DICOM format,
which facilitates image viewing and
transmission in the clinical environment
for training and image-assisted daily
clinical operation.

Previous studies, in which research-
ers examined the applicability of the
Greulich and Pyle atlas for use in con-
temporary children, have been per-
formed: Mora et al (7) examined 534
children of European and African de-

Figure 3

Figure 3: Charts show cross-racial comparisons of (a) girls and (b) boys. Data are shown only if differences are significant (P � .05). Each racial block was divided
into four age groups, as described in Figure 2. The plus andminus signs indicate under- and overestimation of bone age, respectively, by radiologists in comparing rows
with columns.AAF �African American girl,AAM �African American boy,ASF �Asian girl,ASM �Asian boy,CAF �white girl,CAM �white boy,HIF �Hispanic
girl,HIM �Hispanic boy.
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scent, and Ontell et al (5) collected data
in 765 trauma patients of four races.
Both of these studies are similar to our
study in that they involved use and eval-
uation of the Greulich and Pyle atlas in
each of the racial groups. However, in
neither study did the authors compare

cross-racial differences. Our study dif-
fered from the aforementioned studies
in that our study consisted of a robustly
designed database of 1390 carefully
chosen healthy subjects and we com-
pared cross-racial growth differences.

By using the DHA, we observed dif-

ferences in the readings of two pediatric
radiologists in subjects of four races on
the basis of the Greulich and Pyle atlas
standard, and we recorded these differ-
ences systematically. Our results show
the cross-racial differences between
skeletal growth patterns of Asian and
Hispanic children and skeletal growth
patterns of white and African American
children. Radiologists assigned a bone
age that was relatively close to the chro-
nologic age of African American and
white children. However, bone age and
chronologic age were significantly dif-
ferent in Asian and Hispanic children.
Cross-racial differences in four age sub-
sets indicate that Asian and Hispanic
children mature earlier than African
American and white children. This
holds true for girls and boys, especially
those aged 10–13 years and 11–15
years, respectively.

Genetic differences, diet, and nutri-
tional intake may influence variations in
the bone growth pattern. This calls into
question the applicability of the Greu-
lich and Pyle atlas as a reference for
children of different races. Our results
suggest that bone age assessment in
children can be improved by consider-
ing the ethnic population. An institu-
tional review board–approved clinical
validation study of the usefulness of the
DHA is being performed at our institu-
tion (Los Angeles County Women’s and
Children’s Hospital, Los Angeles, Calif).

Our study had limitations that
should be considered in future re-
search. First, all subjects enrolled in
this study were from the Los Angeles
metropolitan area. Further studies with
data collection from different geo-
graphic regions are necessary to study
regional factors in skeletal develop-
ment. Second, mixed ethnicity was not
considered. This issue should be ad-
dressed in future studies, with a view
toward comparison of skeletal develop-
ment in children with mixed ethnicity
with that in children of their parents’
ethnicities. Third, we investigated the
effect of ethnicity in only those children
whose skeletal development was con-
sidered normal on the basis of the Greu-
lich and Pyle atlas. Fourth, a subject’s
ethnicity is usually unavailable in daily

Figure 4

Figure 4: Graphs show comparisons of three racial pairs. The x-axis shows the chronologic age, the y-axis
shows the average bone age, and the thin 45° dotted line shows the normal standard comparison in (a)Asian
girls (ASF) versus white girls (CAF), (b)Asian girls versus African American girls (AAF), and (c)Hispanic girls
(HIF) versus African American girls. The graphs on the left show the plots for the entire age range, whereas the
graphs on the right are close-up plots for the third age subset (10–13 years).
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practice. This limits future applications
of the DHA in clinical practice. This is-
sue needs to be addressed in patient
care when enough attention has been
brought to the racial factor in bone age
assessment in children.

The DHA provides an up-to-date
standard with which to classify normal
bone growth and development in chil-
dren. Currently, the DHA is accessible
from the World Wide Web for online
learning and teaching. Also, a computer-
assisted bone age assessment system for
use with the DHA has been developed
and distributed to several international
institutions (20) for use in a multicenter
study.
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Abstract
Purpose Morbid obesity is associated with urinary incon-
tinence (UI). The study purpose was to determine the
prevalence of fecal incontinence (FI), its associated risk
factors, and its impact on quality of life (QOL) in morbidly
obese women.
Materials and methods A questionnaire-based study on
morbidly obese women [body mass index (BMI)≥35 m/kg2],
attending a bariatric surgery seminar, was conducted. Data
included demographics, past medical, surgical and obstetric
history, and obesity-related co-morbidities. Patients who
reported of FI, completed the Cleveland Clinic Foundation
Fecal Incontinence scale (CCF-FI) and the Fecal Incontinence
Quality of Life scale (FIQL).
Results Participants included 256 women [median age
45 years (19–70)] and mean BMI of 49.3±9.4 m/kg2. FI
was reported in 63%. History of obstetric injury (OR: 2.4,
95% CI: 1.33–4.3; p<0.001) and UI (OR: 1.2, 95% CI:
1.1–1.4; p<0.001) were significantly associated with FI.
There was no association with age, BMI, parity, and
presence of diabetes or hypertension. Median CCF-FI score
was 7 (1–20); 34.5% scored ≥10. Incontinence for gas was
the most frequent type (87%) of FI, followed by inconti-

nence for liquids (80%), which also had the highest impact
on QOL (p<0.01). Mean FIQL scores were >3 for all four
domains studied. CCF-FI scores were significantly corre-
lated with FIQL scores in all domains (p=0.02).
Comment The prevalence of FI among morbidly obese
women may be much higher than the rates reported in the
general population. FI has adverse effects on QOL. Its
correlation with UI suggests that morbid obesity may pose
a risk of global pelvic floor dysfunction.

Keywords Fecal incontinence .Morbid obesity .

Urinary incontinence . Quality of life

Introduction

Incontinence for flatus or liquid or solid stool is a disturbing
condition with an immense physical, psychological, and
social impact on the patient's quality of life [1]. Estimated
rates of fecal incontinence (FI) in the general population
range from 4% to 19%; the wide variation is attributed to
patient's reluctance to report the symptom, and to the
physician's reluctance to inquire about it [1, 2]. FI is caused
by multiple mechanisms, including impaired rectal capacity,
changes in stool consistency, pelvic floor abnormalities, and
anal sphincter dysfunction [3], all of which are greatly
affected by age and gender [4]. The prevalence is higher in
women than men, probably because of obstetric factors such
as pregnancy, multiparity, and obstetrical injuries [5–7].

Morbid obesity is significantly associated with co-
morbidities that impair general health and interfere with
basic activities of daily living [8]. Among these, urinary
incontinence (UI) of all types has been related to excessive
weight in many studies [9, 10]. The possible mechanisms
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that underlie the contribution of central obesity to UI
include chronically increased intra-abdominal pressure [11]
and obesity-related nerve conduction abnormalities and
intervertebral disc herniation [12].

Data on the association between obesity and FI,
however, are still limited, although correlational evidence
is emerging. In a Canadian population-based epidemiology
study, Alnaif and Drutz [13] noted that FI was associated
with urinary stress incontinence and greater body weight in
young women. Similar findings were reported in a recent
study of morbidly obese women [14].

The objective of the present study was to determine the
prevalence of FI in morbidly obese women and its impact
on quality of life. We also sought to evaluate the influence
of other contributory risk factors on the severity of fecal
incontinence.

Materials and methods

Morbidly obese women, defined as having a body mass
index (BMI)≥35 m/kg2, who were attending seminars at the
University of Southern California Bariatric Surgery Pro-
gram to seek information on surgical weight loss between
October 2003 and April 2005 were asked to participate in
the study. All completed a questionnaire on demographics
(age, weight, height) and past medical, surgical, and
obstetric history. Participants were then questioned partic-
ularly about the presence of other obesity-related co-
morbidities, including diabetes mellitus and hypertension.
The presence of UI was determined by the response to the
question: “Have you experienced any involuntary urine
leakage in the last three months?” The presence of FI was
determined by the question: “Have you experienced any
accidental leakage of stool or gas in the last 3 months?”

Participants who responded “No” to the last question
were defined as not having FI symptoms and included in
the No FI group. Participants who responded positively
were included in the FI group and were requested to

complete the Cleveland Clinic Foundation Fecal Inconti-
nence score (CCF-FI) [3] and the Fecal Incontinence
Quality of Life scale (FIQL) [15]. These instruments have
been validated for the evaluation of the severity of FI
symptoms and estimation of its effect on lifestyle, coping
behavior, depression, and embarrassment. Women with a
BMI smaller than 35 kg/m2, history of chronic diarrhea,
inflammatory bowel disease, major non-obstetric anal
sphincter trauma, paraplegia/paresis, or previous (non-
obstetric) anorectal surgery (other than hemorrhoidectomy)
were excluded. Because the FIQL includes items on
depression, women who were previously treated for
depression were excluded as well. The study protocol was
approved by the Institutional Review Board.

Statistical analysis

The chi-square test was used to analyze differences in
categorical variables between the groups, and analysis of
variance, for continuous variables. Variables for which
differences had a p value of <0.2 were entered into a
multiple logistic regression model. Quality of life correla-
tions were estimated using the Pearson correlation coeffi-
cient. A value of p<0.5 was considered significant.

Results

Of the 285 women who completed the questionnaires, 31
were excluded (four with depression), for a final sample of
256. Median age was 45 years (range 19–70 years) and
mean BMI was 49.3±9.4 kg/m2. One hundred sixty-two
women (63%) responded positively to the question on FI.
Of these, five had a surgical history of hemorrhoids, one of
cystocele repair, and two of hysterectomy.

The background characteristics of the patients with and
without FI are shown in Table 1. There were no differences
between the groups in age distribution, weight, or BMI.
Univariate analysis revealed that history of complicated

Table 1 Risk factors associated with fecal incontinence—univariate analysis

Variable No FI FI p value

Number (%) 97 (37) 162 (63) –
Age (median, range) 49 (19–67) 45 (23–70) 0.9
Weight (lb) (mean ± SD) 301.1±62 291±56 0.2
BMI (kg/m2) (mean ± SD) 49.9±9.7 49.3±9.4 0.6
History of diabetes mellitus (%) 21 (21) 56 (34) 0.03
History of hypertension (%) 31 (32) 68 (42) 0.14
History of IBS (%) 8 (8) 23 (14) 0.2
History of urinary incontinence (%) 65 (67) 147 (89) <0.001
>1 vaginal delivery (%) 13 (13) 20 (12) 0.9
History of complicated delivery (%) 19 (19) 60 (37) <0.01
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delivery (obstetric injury and/or instrumental delivery) and
UI were the only risk factors associated with fecal
incontinence (p<0.01 and p<0.001, respectively; Table 1).
On multiple regression analyses, history of complicated
delivery (OR: 2.4, 95% CI: 1.33–4.3; p<0.001) and UI
(OR: 1. 2, 95% CI: 1.1–1.4, p<0.001) remained statistically
significant. None of the other factors studied (age, high
BMI, multiparity, diabetes, hypertension, and history of
irritable bowel syndrome) was significantly associated with
fecal incontinence (Table 2). Eighty-nine percent of the
women with any type of FI also reported UI (double
incontinence).

Median score on the CCF-FI was 7 (range 1–20); 34.5%
of the morbidly obese women had a score of ≥10, and 10%
had a score of ≥15.

The frequency of the various FI symptoms is shown in
Fig. 1. Of women reporting any FI, incontinence for gas was
the most frequent type (87%), followed by incontinence for
liquids (80%). Only 19% had incontinence for solid stool,
and none of them reported experiencing it on a daily basis.

Mean scores on the FIQL by domain were as follows:
embarrassment, 3.4±0.8; depression, 3.5±0.8; coping, 3.2±
0.8; and lifestyle, 3.5±0.7 (Fig. 2). Correlation analysis of
type of incontinence with total CCF-FI score and with
scores on each of the FIQL domains revealed that a high
score on the CCF-FI was significantly correlated with a
high score on the FIQL in all domains (p=0.02). Inconti-
nence for liquid stools had the greatest impact upon quality
of life (p<0.01). Flatal incontinence significantly correlated
only with embarrassment and depression (p<0.04 and p<
0.02, respectively). There was no correlation of solid stool
incontinence with any of the FIQL domains.

Discussion

The increased adiposity, inflammatory response, and direct
mass effect of obesity can lead to hypertension, diabetes
mellitus, sleep apnea, and musculoskeletal disease [16].
Although the association of obesity with UI has been well
described [9, 12], its role in FI is less clear. In the present
study, 63% of the obese women had fecal incontinence,

which is a much higher rate than the 4–19% rate reported in
the general population [17]. These results are in agreement
with other publications [13, 14, 18]. Abramov et al. [19], to
control for genetic variance, asked 271 identical twin sister
pairs to complete the validated Colorectal Anal Distress
Inventory questionnaire. A significant detrimental effect of
obesity (BMI>30) was noted (mean difference, 5.18; p=
0.007). The etiology of FI in obese subjects is likely
multifactorial [20]. Chronically increased abdominal pres-
sure due to the excess weight may cause pudendal nerve
injury and damage to the pelvic musculature. Furthermore,
other obesity-related conditions, such as diabetic neuropa-
thy and intervertebral disc herniation, may contribute to
pelvic floor dysfunction [12]. This assumption is supported
by studies demonstrating an association between weight
loss and alleviation of symptoms of pelvic floor dysfunction
[21, 22].

We found a significant association with urinary and fecal
incontinence in 89% of the patients. In a recent study by
Meschia et al. [23], FI was reported in 20% of patients
presenting with UI and pelvic organ prolapse. Others reported
a correlation among disorders of pelvic support and individual
pelvic floor problems [24, 25]. Because FI and UI share many
causative factors, including neurological disorders, aging, and

Table 2 Risk factors associated with fecal incontinence—multivariate
analysis

Variable OR 95% CI p value

Weight – – 0.3
History of diabetes mellitus – – 0.1
History of hypertension – – 0.25
History of IBS – – 0.17
History of urinary incontinence 1.2 1.1–1.4 <0.001
History of complicated delivery 2.4 1.33–4.3 <0.001
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obstetric trauma, it is conceivable that they may often co-
exist. Our findings suggest that clinicians take a global pelvic
floor approach to these cases instead of a segmented one that
compartmentalizes pelvic anatomy and function.

Interestingly, increased BMI was not identified as a risk
factor for fecal incontinence in the present study. Although
one previous study noted an association of increased BMI
with severity of UI [26], it was not confirmed in a more
recent analysis of obese women [14]. The latter authors
suggested the possibility of a threshold effect, wherein there
is no symptomatic contribution of a BMI that is greater than
40. Although we based our study on the validated CCF-FI,
this scale may be insufficiently sensitive to identify
symptoms of FI in morbidly obese women whose BMI
exceeds 40 kg/m2.

Obstetric injury and difficult delivery are well-described
risk factors for fecal incontinence [5–7]. It is not surprising,
therefore, that history of complicated delivery was strongly
correlated with FI in our sample. However, it is possible
that the category of complicated delivery included obstetric
injuries, instrumental deliveries, and high birth weight of
vaginally delivered infants, all factors with higher than
normal rates in morbidly obese women.

The degree of FI is based on type (solid liquid or gas),
frequency, and duration. According to the severity of
symptoms, FI can be classified as major or minor inconti-
nence. Major FI is the involuntary loss of stool, and minor
incontinence consists of the loss of control of gas or
occasional liquid soiling [3]. However, while minor seepage
of liquid stool, or occasional involuntary gas leek may not
bother an 80-year-old sedentary reclusive patient, it may be
devastating for a young corporate executive. Consequently,
the CCF-FI includes items of lifestyle alterations. Sixty-three
percent of the participants in the current study responded
positively to the index question on anal incontinence of any
nature. The median CCF-FI score was 7 (range 1–20)
suggesting that most of the participants should be catego-
rized as having minor FI. However, the score was greater
than 10 in 34.5% and greater than 15 in 10% of the women,
indicating more frequent symptoms with greater impact on
lifestyle. The most frequent type of incontinence was flatal
incontinence, found in 87% of affected patients. Inconti-
nence for gas significantly contributed to embarrassment and
depression. However, these findings may be limited, because
the FIQL has not been validated for flatal incontinence [15,
27]. Incontinence for liquid stool, found in 80% of our
patients, significantly correlated with the FIQL scores in all
measured domains. These results indicate a significant
impact of FI on quality of life. Although some previous
studies reported a correlation between obesity and anal
incontinence, ours is the first to distinguish among types of
incontinence and to describe their impact on quality of life.
Boreham et al. [27] reported that 25.6% of women presenting

for gynecologic care have incontinence for gas, and 12.9%
have incontinence for liquids. They, too, found that liquid
incontinence had the greater impact on quality of life.

It is noteworthy that our cohort was limited to symptom-
atic obese patients seeking surgical weight reduction, so that
our findings may not be generalizable to the entire
population of morbidly obese patients. This study calls
attention to the high incidence of FI and its negative impact
on quality of life among a specific obese population. Further
studies are needed to establish the degree of FI in the general
obese population. The association of FI with UI suggests that
morbid obesity may pose a still unrecognized risk of global
pelvic floor dysfunction that merits additional research.
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Effect of Surgically Induced Weight Loss on Pelvic Floor Disorders
in Morbidly Obese Women
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Objective: To evaluate the effect of surgically induced weight loss on pelvic
floor disorders (PFD) in morbidly obese women.
Summary Background Data: Although bariatric surgery may lead to the
improvement of some obesity-related comorbidities, the resolution of global
PFD has not been well described.
Methods: Women with a body mass index (BMI) of 35 kg/m2 or more who
were considering bariatric surgery were asked to complete 2 validated
condition-specific questionnaires assessing the distress/quality of life impact
of PFD, total and by domain (pelvic organ prolapse, colorectal-anal, and
urogenital). Women who achieved a �50% excess body weight loss after
surgery were asked to complete the same questionnaires for comparison.
Results: Of the 178 women who underwent surgery, 46 completed the
postoperative questionnaires. Mean age of this group was 45 years (range,
20–67), and mean preoperative BMI was 45 kg/m2 (range, 35–75). The
prevalence of PFD symptoms improved from 87% before surgery to 65%
after surgery (P � 0.02, 95% CI: 0.05%–53%). There was a significant
reduction in total mean distress scores after surgery (P � 0.015, 95% CI:
3.3–32.9), which was attributed mainly to the significant decrease in urinary
symptoms (P � 0.0002, 95% CI: 8.2–22.7). Reductions in the scores were
noted for the other PFD domains as well. Quality of life total scores
improved (P� 0.002, 95% CI: 4.8–27.1), as did scores in the urinary domain
(P � 0.0005, 95% CI: 3.8–13.5) and the pelvic organ prolapse domain (P �
0.015, 95% CI: 0.6–9.5). Age, parity, history of complicated delivery, percent
excess body weight loss, BMI, type of weight loss procedure and presence of
diabetes mellitus and hypertension had no predictive value for postoperative
outcomes.
Conclusion: Surgically induced weight loss has a beneficial effect on
symptoms of PFD in morbidly obese women.

(Ann Surg 2009;249: 72–76)

More than 50% of all women in the United States are overweight
(body mass index (BMI) greater than 25 kg/m2) or obese

(BMI greater than 30 kg/m2),1 and the prevalence of obesity is
increasing by 6% yearly.2 Morbid obesity is a well-described risk
factor for urinary incontinence.3 Pelvic floor disorders (PFDs) in-
clude a number of conditions besides urinary incontinence (and
obstruction), such as anorectal dysfunction including fecal inconti-
nence and constipation, pelvic organ prolapse (POP), chronic pelvic
pain, and sexual dysfunction. Recent publications also report a
strong correlation between morbid obesity and other types of pelvic
floor disorders,4–7 namely fecal incontinence8,9 and POP.4 Given

that many patients affected by PFDs have more than one pelvic floor
problem, the pelvic floor might be regarded as a global anatomic and
physiological unit.10,11

The pathophysiology underlying the contribution of obesity to
pelvic floor dysfunction is probably multifactorial, related to the in-
crease in intra-abdominal pressure, and other obesity-related conditions
such as nerve-conduction abnormalities, diabetes, and intervertebral
disc herniation.12 The finding of a significant relationship between BMI
and intra-abdominal pressure13 suggested that overweight may stress
the pelvic floor secondary to a chronic state of elevated pressure.
Previous data showed that the increase in intra-abdominal pressure is
proportional to the increase in sagittal abdominal diameter and that
decreasing the abdominal diameter by surgically induced weight loss
also reduces the intra-abdominal and urinary bladder pressures.14

The finding that surgically induced weight loss can result in a
dramatic improvement in obesity-associated comorbidities, such as
diabetes and hypertension,15 has led to the assumption that because
weight is a modifiable risk factor for incontinence, weight reduction
may be an effective treatment for loss of bowel and urinary control.
This hypothesis has been supported by studies showing a significant
reduction in urinary incontinence in women after weight loss sur-
gery.16,17 In addition, in a prospective study of incontinent obese
women on a dietary weight-loss program, Subak et al reported a 50%
reduction in incontinence frequency after only a 5% decrease in
weight.18 Others demonstrated an improvement in both stress and urge
urinary incontinence after both surgical and nonsurgical weight reduc-
tion in moderately and morbidly obese women.13,16–19 The objective of
the present study was to evaluate the effect of surgically induced weight
loss on global pelvic floor dysfunction in morbidly obese women.

PATIENTS AND METHODS
The study group included women with a BMI of �35 kg/m2

attending the University of Southern California Bariatric Surgery
Program from December 2003 to December 2005 for information on
potential weight-loss surgery. All were asked to sign an informed
consent and to complete 2 validated questionnaires of pelvic floor
dysfunction in addition to a survey including questions on demo-
graphics and pertinent medical, surgical, and obstetric history. Pa-
tients who underwent bariatric surgery were followed at the outpa-
tient clinic.

The patients who underwent surgery during the study
period and achieved a �50% excess body weight loss (EBWL)
postoperatively were asked to complete the same questionnaires
and to return them either by post or during a clinic follow-up
visit. The study was approved by the Institutional Review Board
of the University of Southern California.

Instruments
For the present study, we used the pelvic floor distress

inventory (PFDI-20) and the pelvic floor impact (PFIQ-7) question-
naires,20 both validated short forms of 2 PDF-specific questionnaires
on the distress caused by PDF and its adverse impact on quality of
life. Three main domains are assessed: pelvic organ prolapse, colo-
rectal-anal, and urogenital. The PFDI-20 includes 20 questions
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regarding subjective feelings of pelvic heaviness and pelvic organ
prolapse, urinary incontinence and obstruction, fecal incontinence
and obstruction, pain, and the need to manually assist with elimi-
nation of urine and/or stool. If any symptoms are present, respon-
dents are asked to rate the “bother” associated with each symptom as
“not at all, somewhat, moderately, or quite a bit.” The same scales
are used in the PFIQ-7 (Fig. 1), which asks the respondent to rate the
impact of bladder, bowel, and vaginal/pelvic symptoms on acts of
daily living, physical activity, and emotional well-being, The 3
domains of the PFDI-20 assessment are: pelvic organ prolapse
distress inventory, colorectal-anal distress inventory, and urogenital
distress inventory. The PFIQ-7 output domains are pelvic organ
prolapse impact questionnaire, colorectal-anal impact questionnaire,
and incontinence impact questionnaire. Possible scores for each
domain range from 1 to 100, with higher scores indicating more
severe symptoms. Both instruments are designed to detect initial
prevalence and treatment outcome.

Statistical Analysis
Variables are presented as mean � SD. The preoperative and

postoperative scores were compared by paired 2-tailed Student t test
and �2 was used to compare proportions. Analysis of variance was
used for multiple comparisons. Pearson correlation, Student t test,
Mann-Whitney U test, and �2, were used, as appropriate, to correlate
clinical data with postoperative outcome. A P value of �0.05 was
considered statistically significant.

RESULTS
Of the 400 female patients who filled the initial question-

naires during the study period, 178 underwent weight-reduction
surgery by surgical faculty of the USC Bariatric Surgery Program.
Of these, 82 achieved �50% EBWL during follow-up of 18.6
months (range, 6–34 months) and 46 (56%) patients agreed to repeat
the questionnaires. Weight loss procedures for these patients in-
cluded the duodenal switch (DS) (n � 22), Roux-en-Y gastric
bypass (n � 21), and sleeve gastrectomy (SG) (n � 3). Their
preoperative and postoperative characteristics are shown in Table 1.

At evaluation on entry to the program, 87% of the patients were
found to have various degrees of PFDs. There was a statistically
significant correlation between the self-reported distress caused by the
PFD and the adverse impact on quality of life, both by domain and by
total scores (r � 0.35, P � 0.015). The prevalence of any PFD
symptom decreased significantly from 87% before surgery to 65% after
surgery (P � 0.02). The decrease in the prevalence of PFD symptoms
was mainly attributed to a significant reduction in the prevalence of
urinary symptoms from 71% before surgery to 39% after surgery (P�
0.003). There was also a trend toward reductions in the prevalence of
pelvic organ prolapse and colorectal symptoms that did not reach
statistical significance (Table 2).

Pre and postoperative scores for the PFDI-20 and PFIQ-7 are
shown in Figures 2 and 3, respectively. The total distress and urinary

FIGURE 1. Pelvic floor impact (PFIQ-7) questionnaire.
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distress scores showed statistically significant decrease after sur-
gery-induced weight loss. The PF impact scores also showed sig-
nificant improvements after surgery in the total (combined) quality

of life score and individual domains of pelvic organ prolapse and
urinary incontinence impact.

There was no relationship of any of the distress/impact scores
in any of the domains with age, parity, history of complicated
delivery, BMI before or after surgery, or with % EBWL after
surgery. There was no correlation between presence of preoperative
hypertension and diabetes mellitus or between reversal of diabetes
mellitus and/or reversal of hypertension with postoperative PFD
scores. Procedure-specific data for absolute weight loss, percent
excess body weight loss, and changes in individual domains and
total scores for both questionnaires are displayed in Table 3. Colo-
rectal-anal distress scores were higher after the DS and SG; how-
ever, this difference did not reach statistical significance. Moreover,
there were no significant correlations between the type of bariatric
surgical procedure and reductions in postoperative PFD distress/
impact in any individual or all domains.

DISCUSSION
Obesity has been directly related to numerous health prob-

lems because of the inflammatory/metabolic effects of increased
adiposity as well as the increased mass and pressure effects on the
pulmonary system, bones, joints, and connective tissue, with an
immense impact on quality of life.5 The present study evaluated the
effect of surgically induced weight loss on a spectrum of PFD
symptoms using carefully validated instruments. Our results dem-
onstrate that patients with a �50% EBWL after bariatric surgery
report significantly less distress because of urinary incontinence,
pelvic organ prolapse, and a corresponding improvement in quality
of life related to PFDs. These findings agree with the study of Subak
et al21 in moderately obese women enrolled in a nonsurgical weight-
reduction program, where patients who lost as little as 5%–10% of
their baseline weight had an improvement in urinary incontinence.
Moreover, these improvements with limited weight loss were asso-
ciated with a significant correlation with objective urodynamic
findings. Bump et al16 evaluated 12 obese women with urinary
incontinence and found a significant improvement in urinary incon-
tinence after surgically induced weight loss. Like Subak et al,22 they
documented a reduction in bladder pressure and in waist circumfer-
ence, both of which proved to be independent predictors of postop-
erative improvement in urinary incontinence.12 These findings are
further supported by more recent publications17,22 that have reported

TABLE 2. Changes in Prevalence of Pelvic Floor Distress
Before and After Surgical Weight Loss

Variable
Before

Surgery (%)
After

Surgery (%) P Value
95% Confidence

Interval (%)

UDI-6 71.3 39 0.003 12–54

CRADI-8 69.1 54.7 0.14 �.04–3

POPDI-6 54.2 43 0.4 �.09–3

Total 87.4 65.2 0.02 .05–53

UDI-6 indicates urogenital distress inventory; CRADI-8, colorectal-anal distress
inventory; POPDI-6, pelvic organ prolapse distress inventory.

FIGURE 2. Pelvic floor disorder inventory–20 scores before and after surgery. *, P � 0.0002; **, P � 0.015. POPDI-6: pelvic
organ prolapse distress inventory, CRADI-8: colorectal-anal distress inventory, UDI-6: urogenital distress inventory.

TABLE 1. Patient Characteristics

Preoperative Postoperative

Number 46 46

Median age 45 (20–67)

Type of surgery, n (%)

Roux-en-Y gastric bypass 21 (46)

Duodenal switch 22 (47)

Sleeve gastrectomy 3 (7)

Median weight (kg) 128 (82–198) 79 (58–116)

Median BMI (kg/m2) 45 (35–75) 28 (22–44)

% EBWL 82 (49–129)

Co-morbidities (%)

Diabetes 12 (26) 4 (8)

Hypertension 7 (15) 3 (6)

Vaginal deliveries (%)

0 12 (26)

1 9 (19)

�1 25 (55)

Complicated vaginal delivery 10 (20)

BMI indicates body mass index; EBWL, excess body weight loss.
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a significant reductions in the prevalence and severity of urinary
incontinence after bariatric surgery.

The benefits of surgery targeted to correct urinary inconti-
nence in obese women have been supported by some studies,23,24

whereas others found obesity to correlate with poor outcomes.24,25

However, all of these authors agreed that urologic surgery is more
challenging in obese patients and carries a greater risk. Successful
weight reduction before surgery in these cases may itself improve
the urinary symptoms and obviate the need for further incontinence
interventions. Therefore, we suggest that weight loss should be
considered in morbidly obese women before surgical procedures to
correct urinary incontinence are offered.

Several studies have indicated that increased BMI plays a role
in the development of pelvic organ prolapse.27–29 Hendrix et al28

reported that morbid obesity (BMI �40 kg/m2) was associated with
significant increase in the occurrence of uterine prolapse (40%),
rectocele (75%), and cystocele (57%). However, to our knowledge,
there are no previous reports demonstrating an improvement in
global pelvic organ prolapse symptoms after weight loss. Pelvic
organ prolapse is the result of a disruption or dysfunction of the
levator ani muscle complex and the endopelvic fascia, which
provide the main support to the pelvic viscera. Chronic straining
during defecation and pregnancy with vaginal delivery have been
associated with stretching of the levator muscles and associated
neuropathic injury.30 The improvement in pelvic organ prolapse
symptoms that was demonstrated after weight-reduction surgery
in the current study, may be related to a decrease in abdominal
pressure causing muscle and/or fascial weakness or stretch or a
nerve stretch injury.

Colorectal and anal symptoms have also been associated with
excessive weight.5,8 Bowel symptoms related to PFD may vary from
some forms of fecal/gas incontinence and urgency to obstructed
defecation or full-thickness rectal prolapse. The mechanisms by
which excessive weight affects colorectal symptoms may be related
to chronic pressure on the pelvic floor, on the pudendal nerves and
on the sphincter mechanism.4 Burgio et al,22 studied changes in
fecal incontinence symptoms in 99 women who underwent laparo-
scopic Roux-en-Y gastric bypass for weight loss and reported a
significant reduction in loss of liquid and solid stool from 19.2%
before surgery to 8.6% after surgery. However, there was a signif-
icant increase in the prevalence of incontinence to flatus after
surgery (12.9% to 30.1%), and an increase in fecal incontinence
symptoms when solid stools, liquid stools, and flatus were com-
bined. We found no significant improvement in colorectal distress/
impact scores, or prevalence after weight loss. Our negative results
may have been because of the nature of the instruments that we used,
which group together colorectal symptoms. Although we found no
correlation between surgery type and PFD outcome, the type of
surgery may still directly affect bowel symptoms.31 Furthermore,
the level of weight reduction (�50%EBWL) used in our study for
reevaluation may not be sensitive enough to detect changes in

FIGURE 3. PFIQ-7scores before and after surgery. *, P � 0.015; **, P � 0.0005; ***, P � 0.002.POPIQ-7: pelvic organ pro-
lapse impact questionnaire, CRAIQ-7: colorectal-anal impact questionnaire, and IIQ-7: incontinence impact questionnaire.

TABLE 3. Results by Type of Procedure

RYGB
(n � 21)

DS
(n � 22)

SG
(n � 3)

P
Value*

Median age (years) 43 (19–67) 45 (35–60) 34 (12–58) 0.55

Median EBW (kg) 49 (29–96) 63 (24–133) 63 (34–107) 0.22

Median %EBWL 90 (56–120) 78 (49–108) 79 (59–89) 0.08

Change in scores†

(Mean � SD)

IIQ-7 �12.4 � 17.7 �6.2 � 15.7 0 0.3

CRAIQ-7 �1.81 � 6.8 �3 � 21.1 0 0.9

POPIQ-7 �3.9 � 10 �6.9 � 19.5 0 0.6

Total-7 �18 � 27.5 �16.1 � 47.7 0 0.7

UDI-6 �19.5 � 27 �13.6 � 22.4 �1.3 � 15 0.4

CRADI-8 �6.9 � 15.4 2.1 � 17.2 15.6 � 27 0.055

PODI-6 �7.5 � 25.8 0.5 � 10.4 15.3 � 33.7 0.16

Total –20 �31.2 � 54.4 �13 � 38.2 29.6 � 74 0.1

*By one way ANOVA.
†Negative changes reflect decreased postoperative scores with improved outcomes

and positive changes reflect increased postoperative scores with worsening outcomes.
RYGB indicates Roux-en-Y gastric bypass; DS, duodenal switch; SG, sleeve

gastrectomy; POPIQ-7, pelvic organ prolapse impact questionnaire; CRAIQ-7, colo-
rectal–anal impact questionnaire; IIQ-7, incontinence impact questionnaire; POPDI-6,
pelvic organ prolapse distress inventory; CRADI-8, colorectal–anal distress inventory;
UDI-6, urogenital distress inventory.
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colorectal symptoms. Nevertheless, although weight reduction alone
may not be sufficient to relieve symptoms in women with predom-
inantly colorectal problems, it should be considered before a specific
pelvic floor intervention.32

Age, parity, obstetrical trauma, and increased BMI are all
recognized risk factors for PFD,33–35 but surprisingly, none of these
correlated with the PFD distress/ impact scores after weight loss in
our series. Data correlating PFD outcome with preoperative and
postoperative diabetes mellitus and hypertension were insufficient to
reach conclusions regarding the roles of these factors in the predic-
tion of PFD outcomes after bariatric surgery.

Bowel habits after surgical weight loss are often worse after
the DS procedure because of malabsorbtion.36 In our study, there
was a nonsignificant trend toward a worsening of colorectal-anal
distress after DS. POP distress and colorectal-anal distress were also
worse after the SG; however, the limited number of patients who
underwent SG was too small to allow for a meaningful analysis. The
recent enthusiasm for the SG should provide further opportunities
for studying potential improvements pelvic floor dysfunction after
weight loss via the SG.

There are other limitations to our study. First, there was no
comparison with objective parameters such as pelvic floor-oriented
physical examination and physiologic and radiologic studies. Sec-
ond, only 56% of the study group completed the postoperative
questionnaire, a disappointing compliance rate that may represent a
selection bias. Finally, we did not design the study to evaluate PFD
symptoms and impact at lower thresholds of weight loss, and
therefore these results cannot be used to advise patients as to when
they might expect to realize improvements in pelvic floor function
after bariatric surgery.

Nonetheless, this study is important because of its use of
validated instruments, unbiased comparisons, and global pelvic floor
evaluation. The findings suggest that the distress because of PFD
symptoms and their adverse impact on quality of life may improve
after weight-reduction surgery. In morbidly obese women, weight
loss should be considered as a treatment option for PFDs before
other interventions. Further studies that include objective pelvic
floor measurement on physical examination and larger groups are
warranted.
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Introduction to Medical Imaging

and Image Analysis:

A Multidisciplinary Paradigm

Recent advances in medical imaging with significant contributions from
electrical and computer engineering, medical physics, chemistry, and
-omputer science have witnessed a revolutionary growth in diagnostic
:adiology. Fast improvements in engineering and computing technolo-
gies have made it possible to acquire high-resolution multidimensional
images of complex organs to analyze structural and functional information
or human physiology for computer-assisted diagnosis, treatment evalua-
:ion, and intervention. Through large databases of vast amount of infor-
mation such as standardized atlases of images, demographics, genomics,
e c. new knowledge about physiological processes and associated patholo-
illes is continuously being derived to improve our understanding of criti-
cal diseases for better diagnosis and management. This chapter provides
an introduction to this ongoing knowledge quest and the contents of the
book.

==- a general sense, medical imaging refers to the process involving
=-:ecializedinstrumentation and techniques to create images or rel-
;:--antinformation about the internal biological structures and func-
-~ of the body. Medical imaging is sometimes categorized, in a
-i er sense, as a part of radiological sciences. This is particularly

96



relevant because of its most common applications in diagnostic radi-
ology. In clinical environment, medical images of a specific organ or
part of the body are obtained for clinical examination for the diag-
nosis of a disease or pathology. However, medical imaging tests are
also performed to obtain images and information to study anatom-
ical and functional structures for research purposes with normal as
well as pathological subjects. Such studies are very important to
understand the characteristic behavior of physiological processes in
human body to understand and detect the onset of a pathology. Such
an understanding is extremely important for early diagnosis as well
as developing a knowledge base to study the progression of a disease
associated with the physiological processes that deviate from their
normal counterparts. The significance ofmedical imaging paradigm
is its direct impact on the health care through diagnosis, treatment
evaluation, intervention and prognosis of a specific disease.
From a scientific point of view, medical imaging is highly multi-

disciplinary and interdisciplinary with a wide coverage of physical,
biological, engineering and medical sciences.The overall technology
requires direct involvement of expertise in physics, chemistry, biol-
ogy, mathematics, engineering, computer science and medicine so
that useful procedures and protocols for medical imaging tests with
appropriate instrumentation can be developed. The development
of a specific imaging modality system starts with the physiological
understanding of the biological medium and its relationship to
the targeted information to be obtained through imaging. Once
such a relationship is determined, a method for obtaining the tar-
geted information using a specific energy transformation process,
often known as physics of imaging, is investigated. Once a method
for imaging is established, proper instrumentation with energy
source(s), detectors, and data acquisition systems are designed
and integrated to physically build an imaging system for imaging
patients to obtain target information in the context of a patholog-
ical investigation. For example, to obtain anatomical information
about internal organs of the body, X-ray energy may be used. The
X-ray energy, while transmitted through the body, goes through
attenuation based on the density of the internal structures. Thus,97



the attenuation of the X-ray energy carries the target information
about the density of internal structures which is then displayed as a
two-dimensional (in case of radiography or mammography) or mul-
tidimensional (3D in case computed tomography (CT); 4D in case of
cine-CT) image. This information (image) can be directly interpreted
by a radiologist or further processed by a computer for image pro-
cessing and analysis for better interpretation.

With the evolutionary progress in engineering and computing
technologies in the last century, medical imaging technologies have
\\itnessed a tremendous growth that has made a major impact in
diagnostic radiology. These advances have revolutionarized health-
care through fast imaging techniques; data acquisition, storage and
analysis systems; high resolution picture archiving and communi-
ation systems; information mining with modeling and simulation
capabilities to enhance our knowledge base about the diagnosis,
:reatment and management of critical diseases such as cancer, car-
·ac failure, brain tumors and cognitive disorders.
Figure 1 provides a conceptual notion of the medical imaging

.:-rocess from determination of principle of imaging based on the
:arget pathological investigation to acquiring data for image recon-
:::ruction, processing and analysis for diagnostic, treatment evalua-
:ion, and/ or research applications.

There are many medical imaging modalities and techniques
~ t have been developed in the past years. Anatomical structures

be effectively imaged today with X-ray computed tomogra-
t='~y (CT), magnetic resonance imaging (MRI), ultrasound, and opti-
.:a.:. imaging methods. Furthermore, information about physiologi-
~ tructures with respect to metabolism and/ or functions, can be
__rained through nuclear medicine [single photon emission com-
_-.:.:ed tomography (SPECT) and positron emission tomography
p~], ultrasound, optical fluorescence, and several derivative pro-
:xo" of MRI such as £MRI, diffusion-tensor MRI, etc.

The selection of an appropriate medical imaging modality is
-=-.:- rtant for obtaining the target information for a successful
?::;.~o'ogical investigation. For example, if information has to be
~--" ed about the cardiac volumes and functions associated with
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Fig. 1. A conceptual block diagram of medical imaging process for diagnostic,
treatment evaluation and intervention applications.

a beating heart, one has to determine the requirements and limita-
tions about the spatial and temporal resolution for the target set of
images. It is also important to keep in mind the type of pathology
being investigated for the imaging test. Depending on the investi-
gation, such as metabolism of cardiac walls, or opening and closing
measurements of mitral valve, a specific medical imaging modality
<e.g.PET) or a combination of different modalities (e.g. stress-PET
and ultrasound) can be selected.

1.1.1 Book Chapters

In this book, we present a collection of carefully written chapters to
describe principles and recent advances of major medical imaging
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modalities and techniques. Case studies and data analysis protocols
are also described for investigating selected critical pathologies. We
hope that this book will be useful for engineering as well as clinical
tudents and researchers. The book presents a natural progression
of technology development and applications through the chapters
that are written by leading and renowned researchers and educa-
:ors. The book is organized in three parts: Principles of Imaging
and Image Analysis (Chapters 2-10); Recent Advances in Medical
Imaging and Image Analysis (Chapters 11-23); and Medical Imaging
_-\pplications, Case Studies and Future Trends (Chapters 24-32).

Chapter 2 describes some basic principles of medical imaging
and image formation. In this chapter, Atam Dhawan has focused on
basic mathematical model of image formation for a linear spatially
: yariant imaging system.

In Chapter 3, Brent Liu and HK Huang present basic principles of
_'-ra imaging modalities. X-ray radiography, mammography, com-
?- ted tomography (CT) and more recent PET-XCT fusion imaging
S'.- terns are described.

Principles of nuclear medicine imaging are described by Lionel
Z:..;.ckier in Chapter 4 where he provides foundation and clinical
-?~lications of single photon emission tomography· (SPECT) and
.: sitron emission tomography (PET).

In Chapter 5, Hamar Ronen and Dae-Shik Kim describes sophis-
::--:-00 principles and imaging techniques of Magnetic Resonance
==:-.a . a (MRI). Imaging parameters and pulse techniques for use-
.:::=. _ IR imaging are presented.
::Jisa Konofagou presents the principles of ultrasound imaging

- Chapter 6. Instrumentation and various imaging methods with
les are described.

T, Chapter 7, Atam Dhawan describes the foundation of multi-
~-_ ~ <;'onal image reconstruction methods. A brief introduction of
~,-"cn: types of transform and estimation methods is presented.

_.:..~-;> Dhawan presents a spectrum of image enhancement,
____ --'on and filtering operations in Chapter 8. Image processing

patial (image) domain as well as frequency (Fourier)
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domain are described. In Chapter 9, Atam Dhawan describes basic
image segmentation and feature extraction methods for representa-
tion of regions of interest for classification.

In Chapter 10, Atam Dhawan and Shuangshuang Dai present
principles of pattern recognition and classification. Genetic algo-
rithm based feature selection and non parametric classification meth-
ods are also described for image/ tissue classification for diagnostic
applications.

Ad vances in MR imaging with respect to new methods and pulse
sequences associated with functional imaging of brain are described
by Dae-Shik Kim in Chapter 11.Diffusion and diffusion-tensor based
magnetic resonance imaging methods are described by Dae-Shik
Kim and Itamar Ronen in Chapter 12. These two chapters bring the
most recent developments in functional brain imaging to investigate
neuronal information including homodynamic response and axonal
pathways.

Chapter 13 provides a spectrum of optical and fluorescence
imaging for 3-D tomographic applications. Through specific contrast
imaging methods, Sachin Patwardhan, Walter Akers and Sharon
Bloch explore molecular imaging applications.

In Chapter 14, Qi Duan, Elsa Angelini, Shunichi Homma and
Andrew Laine presents recent investigations in dynamic ultrasound
image analysis for tracking endocardium in 4D cardiac imaging.

Chien-Min Kao, Emil Y.Sidky, Patrick LaRiviere, and Xiaochuan
Pan describe recent advances in model based multidimensional
image reconstruction methods for medical imaging applications in
Chapter 15. These methods use multivariate statistical estimation
methods in image reconstruction.

Shape-based optical image reconstruction of specific entities
from multispectral images of skin lesions is presented by Song Wang
and Atam Dhawan in Chapter 16.

Clinical multimodality image registration and fusion methods
with nuclear medicine and optical imaging are described by Pat
Zanzonico in Chapter 17. Pat emphasizes on clinical needs of local-
ization of metabolic information with real time processing and
efficiency requirements.
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Recently wavelet transform has been extensively investigated
for obtaining localized spatio-frequency information. The use of
wavelet transform in medical image processing and analysis is
described by Atam Dhawan in Chapter 18.

Medical image processing and analysis often require a multi-
class characterization for image contents. Atam Dhawan presents a
probabilistic multiclass tissue characterization method for MR brain
images in Chapter 19.

In Chapter 20, Mathieu De Craene and Alejandro F Frangi
present a review of advances in image registration methods for con-
structing standardized computational atlases.

In Chapter 21, HK Huang, Zheng Zhou and Brent Uu describe
information processing and computational methods to deal with
large image archiving and communication corresponding to large
medical image databases.

Brent Lu, in Chapter 22, describes knowledge mining and deci-
sion making strategies for medical imaging applications in radiation
therapy planning and treatment.

With large image archiving and communication systems linked
with large image databases, information integrity becomes a critical
issue. In Chapter 23, ZhengZhou, HKHuang and BrentJLiu present
lossless digital signature embedding methods in multidimensional
medical images for authentification and integrity.

Medical imaging applications in intensity modulated radiation
therapy (IMRT), a radiation treatment protocol, are discussed by
Yulin Song in Chapter 24.

In Chapter 25, Maria Law presents the detailed role of medical
imaging based computer assisted protocols for radiation treatment
planning and delivery.

Recently developed fMR and diffusion-MR imaging meth-
ods provide overwhelming volumes of image data. A produc-
tive and useful analysis of targeted information extracted from
such MR images of brain is a challenging problem. In Chapter 26,
Angela Laird, Jack Lancaster and Peter Fox describe recently devel-
oped maximum likelihood estimation based "meta" analysis algo-
rithms for the investigation of a specific pathology. In Chapter 27,
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Christos Davatzikos presents dynamic brain mapping methods for
analysis of patient specific information for better pathological char-
acterization and diagnosis. Tianming Liu and Stephen Wong, in
Chapter 28, explore a recently developed model-based image anal-
ysis algorithms for analyzing diffusion-tensor MR brain images for
the characterization of neurological disorders.

Model-based intelligent analysis and decision-support tools are
important in medical imaging for computer-assisted diagnosis and
evaluation. Xiang Sean Zhou, in Chapter 29, presents specific chal-
lenges of intelligent medical image analysis, specifically for the inter-
pretation of cardiac ultrasound images. However, the issues raised
in this chapter could be extended to other modalities and applica-
tions. In Chapter 30, Yulin Song and Guang Li present an overview
of future trends and challenges in radiation therapy methods
that closely linked with high resolution multidimensional medical
imaging.

Heinz U Lemke and Leonard Berliner, in Chapter 31, describes
specific methods and information technology (IT) issues in dealing
with image management systems involving very large databases
and widely networked image communication systems.

To conclude, Chapter 32 presents a glimpse of future trends and
challenges in high-resolution medical imaging, intelligent image
analysis, and smart data management systems.
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CHAPTER II

Image Guidance in Radiation Therapy

Radiation therapy is one of the modalities for treating cancers. It has been
image-based since its early stage of implementation. Medical images are
used in radiation therapy for tumor diagnosis, tumor delineation, treat-
ment planning and treatment verification. Computerization and advanced
development in medical imaging have revolutionarized the practice of
radiation therapy. The invention of computer-controlled multileaf collima-
tors leads to the development of conformal radiation therapy and intensity
modulated radiation therapy which enables the irradiated target volume
to be more conformed to the shape of the tumor, sparing more surrounding
normal tissue and thus decrease the probability of toxic effects to normal
tissue. At the same time, a higher dose can be delivered to the tumor
for better tumor control. However, systematic and random errors due to
patient positioning and organ motion occur in a course of radiation ther-
apy. They need to be monitored and accounted for by more stringent image
guidance methods at times of tumor delineation, treatment planning and
treatment delivery. This chapter describes the concept of image guidance
in radiation therapy and reviews the different technologies adopted for
image-guided radiation therapy.

~ diation therapy is a treatment modality that uses ionizing radia-
-:In for treating a majority of cancers (malignant tumors). The ulti-
:::ate goal of radiation therapy is to give as high a dose as possible
- the tumor but as little dose as possible to the surrounding nor-
-.al tissue. More accurate targeting of a tumor allows better tumor

troI. On the other hand increased dose to a non-tumor bearing
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organ e.g. increased dose into the lung when treating a breas·
will increase the toxicity into the lung. Failure of achieving t e ~
would either lead to failure in tumor control or long-term co=-~_-
cations in the surrounding tissues.

Basically radiation therapy consists of two major proceC.'
treatment planning and treatment delivery. Medical imaa~ -
involved in many of the steps and have to a large extentt cont:riJ::':.:_=,
to the evolution of treatment techniques in radiation therapy.

Treatment planning involves delineation of tumor targe: --
ume and critical structures (Fig. 1) nearby as well as arrar::-_
the radiation beams to achieve the best radiation dose distrib- =.
that will kill the tumor but spare the surrounding normal tissu~
much as possible. It begins with imaging in the treatment sin-.:.....=-
tor or CT simulator. The former produces 20 radiographic pre:,:::.:-
tional images while the lattert like an ordinary CT scannert prod"':
cross-sectional images. CT images taken in treatment positions -~-
be input into treatment planning system (TPS) for radiation -
planning. The beam arrangement will then be displayed in the ~

~. CL,.It111
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Fig. 1. Delineation of target volume (red) and organs at risk of a prostate =-
cer case for treatment planning. The cross-sectional CT images (upper left -
be reconstructed to different planes: coronal plane (bottom left) and sagittal .
(right).
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"':C g. 2. DRR (digitally reconstructed radiograph) reconstructed from CT images
: _D treatment planning.

- -orkstation with the resultant radiation dose distribution superim-
_ ed on the tumor and the surrounding structures. The graphical
-:'-play of the tumor, critical structures around and the radiation
.= e distribution helps radiation oncologists to decide 011 the suit-

=~ility of the treatment plan for the patient. Digitally reconstructed
:.=diographs (DRR) can be generated from the set of CT images in the
~ for 2D treatment planning (Fig. 2). Simulator images or DRRs
~e planning images that also serve as reference images for set up
'-2rifica tion later.

In treatment delivery, it is important to verify that the radiation
:-~ is delivered as planned. Conventional verification involves the
=-quisition of 2D radiographic images on film or by electronic portal
:::laging device (EPID) from the megavoltage (MV) beam of the lin-
2- accelerator with the patient in treatment position. These images
~e called portal or verification images. Bony landmarks, which are
:.:.e internal structures most visible on megavoltage images, are visu-
~ y aligned with those on the planning or reference images to deter-
~e if the treatment portals match accurately with the treatment
-;:ans. Discrepancy between the images requires corrections or even
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replanning on some occasions. It can be seen that radiation the:-=:
has been an image-guided treatment modality from its early s- ;-:::

Computerization in medicine and digitization in medical Dr. - .:-
ing have revolutionarized radiation therapy and allowed the
intensive use of images. Different image processing techniques ~'::
deployed to aid in the visualization of the treatment plans. ::.--.:-
mentation is used to delineate the tumor and neighboring im
tant body structures. For example, in planning a prostate turr. -
other than delineating the tumor, the rectum behind the tun10~ -
the bladder nearby need to be segmented for planning of the ra --~
tion beams. Surface or volume rendering are important methods :
seeing the target tumor or body structures or even the level of ra - -
ation dose within the body. The dose-volume histogram (DVH _
an important tool for appraisal of a radiation treatment plan (Ea.:
The combination of image processing methods provides the ,- -
ume of segmented structure(s) or tumor and the treatment planm:- ~
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algorithm provides the dose at different points within the irradi-
ated volume. Together, they result in the formulation of the dose-
yolume histogram for medical decision on the appropriateness of
::hetreatment plan. To improve the accuracy of tumor delineation,
multimodality images such as CT and MRI or CT and PET can be
Yariously aligned, registered and be mapped to each other or fused
ro obtain the maximum information from the combined images.
PET/ CTfusion images have shown to enhance tumor target volume
definition and the registration algorithm is well established. 1 Image
acquisition and image processing such as segmentation, registration
and visualization are crucial to all procedures in radiation therapy.

A course of radiation treatment is normally delivered in many frac-
tions of small doses. In the course of treatment, geometric uncer-
tainties may arise between fractions (interfractional) or even within
a fraction (intrafractional). Examples of such uncertainties include
organ motion, variable filling of digestive or urinary organs, setup
errors, tumor shrinkage and change in weight of patients (as the
course may last for several weeks). To avoid marginal miss of the
tumor, it is necessary to have a generous margin around the gross
tumor volume (Fig.4).The width of the margin depends on the esti-
mated extent of tumor invasion, planning and setup errors, possible

Gross target volume
(GTV)

Clinical target volume
(CTV)
Planning target volume
(PTV)

Treated volume

rn-adiated volume

108



organ motion and the radiosensitivity of adjacent normal tissue.
The wider the margin means the more surrounding normal tis-
sue would be irradiated. In order to reduce complication to nor-
mal tissue, it is ideal to keep the margin to its minimum but at
the same time to ensure that there is no geographical miss on the
tumor. The evolvement of imaging technologies such as CT, MR,
PET, advancement in planning software and computer-controlled
radiation treatment delivery such as computerized collimator sys-
tems have all contributed to the delivery of a treatment that can be
tightly conformed to the tumor, while the surrounding normal tissue
can be spared more from the unwanted radiation.

The recent development of 3D conformal radiation therapy
(3DCRT) and intensity modulated radiation therapy (IMRT) pro-
duces shaped radiation dose that closely conforms to the tumor
dimensions. This means a tighter margin is allowed around the
tumor target volume so that a higher radiation dose can be deliv-
ered (dose escalation) for tumor killing with reduced risk of com-
plications to surrounding normal tissue. For example, using IMRT,
a higher dose can be given to the prostate tumor which leads to
better tumor control while the neighboring rectum received a mini-
mal radiation dose and thus lowers the risk of rectal complications.
These techniques call for a high degree of accuracy and precision
of tumor delineation and beam targeting. These stringent require-
ments set off the scene for more sophisticated image guided tech-
nologies to cope with possible geometric uncertainties in radiation
therapy. The technologies include image-based tumor localization
methods in treatment planning as well as patient positioning devices
and radiation delivery guiding tools used in treatment delivery.
Image-guided radiation therapy (IGRT) "attempts to correct random
and systematic errors associated with: daily organ motion, daily
patient setup, patient immobilization, transfer of treatment plan-
ning information, delivery of treatment plan, corrections made to
pretreatment delivery and internal organ motion between the time
of planning and actual treatment delivery".2 Its goal is "to man-
age both interfractional and intrafractional motion to improve the
accuracy of treatment delivery".3 In short, IGRT is the use of images
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to visually confirm that the radiation treatment plan is accurately
reproduced during radiation treatment. It is best adopted in situ-
ation where error is likely to result in large adverse consequence
uch as 3DCRT and IMRT and where large setup uncertainties are
expected as in obese patients as well as for diseases in certain sites
of the body e.g. head and neck, lung, liver or prostate.

25.3 IMAGE-GUIDED TECHNOLOGIES FOR

RADIATION THERAPY

25.3.1 Imaging for Radiation Therapy Planning

Treatment planning starts with tumor volume delineation, the
accuracy of which is vital to the subsequent procedures. Advanced
imaging technologies contribute to the precision in target volume
delineation which is crucial in reducing or eliminating uncertainties.

25.3.1.1 Multimodality imaging

CT scans are the most commonly used modality for tumor delin-
eation as the dose calculation algorithms of TPSs are based on the
electron density of CT images. Many radiation oncology depart-
ments have their own CT scanners with simulation functions. The
patients are scanned in their immobilized treatment positions. The
CT images acquired will be transferred in the DICOM format to
the TPS, where the tumor is delineated. DRRs can be reconstructed
for 2D visualization as in a conventional KV simulator and serve
as the planning or reference images. KV CT has high spatial res-
olution (512 x 512 pixels), shows excellent bony structures and
provides relative electron density information for radiation dose
calculation. 1 Other imaging modalities can be registered to CT
scans for enhancing tumor volume delineation. MRI shows better
discrimination for soft tissue and often shows the extent of the tumor
better. Magnetic resonance spectroscopy (MRS) and PET (positron
emission tomography) can provide functional information unavail-
able from CT images. They show the spatial extent of the tumor
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with its physiological movement about the tumor and normal ;;.-
sue. Coregistration of images (image fusion) in the same sett:iT~
from different imaging modalities e.g. CT and MRI, CT and PE
will enhance target volume delineation.4 Software for image reO-=.s
tration is available in most TPSsnowadays. Toimprove the accurac-.-
of delineating deforming organs e.g. liver or tumor in moving stru--
tures such as lung tumor, deformable registration techniques WOlL-:
be helpful. Multimodality anatomic imaging registration PET-C
does not only help in target delineation, but also in disease appraistL
and assessment of therapy response.

Organ motion is a major source of error in beam targeting. A tumor
in the lung and organs in the upper abdomen can move up to three
centimeter with respiration.3,s,6 Other internal organs such as pan-
creas, liver or prostate also move due to digestion, respiration 0::-
variation in filling from day to day. If the tumor is moved out o·
the planned range of the radiation beam, it will not receive the fur
radiation dose as planned and what is worse is a high dose will b
delivered to the adjacent normal tissue instead. The situation wi[
defeat the purpose of radiation therapy.
In tumors that are subject to motion, it is important to accoun·

for the motion. Methods include measuring the motion by differ-
ent imaging modalities; reducing motion e.g. by applying com-
pression on abdomen; eliminating motion during treatment e.g. by
breath-holding; increasing the PTV thus providing a wider margin
to accommodate the potential error; tracking the tumor position
by continuous monitoring of internal anatomy or surrogates; and
radiation beam gating to synchronize the beam with the moving
target.
Organ motion can be visualized and assessed in fluoroscopy,

which is a function in conventional KV treatment simulators or
incorporated in recent MV treatment units. Traditional CT only
shows the respiratory motion as artifacts and the tumor volume i
shown to be distorted or larger than what it is.As such, information111



:...the fourth dimension - time is needed. 3D CThas to be extended
:0 incorporate the fourth dimension, so that the changing position
--:the tumor over time can be visualized.
Multidetector CT scanners can show the temporal changes from

~reathing. The respiratory signal can be tracked and recorded e.g.
:-y a camera over an external marker placed on the abdomen or by
~ onitoring the chest expansion with a pneumatic bellow. CT data
:an be acquired over the whole respiratory cycle and then sorted
"-asedon the phase of the respiratory cycle. The series of CT images
:1\~erseveral points in the respiratory cycle are then reconstructed.
T ages through the respiratory phases from end-inspiration to end-
expiration can be scrolled through and be exported to TPSin DICOM
:ormat for geometric and dosimetric computation.
Other methods to counteract the artifacts caused by organ

:notion in radiation therapy are immobilization of the organs by
:-epeatedbreath holds, respiration gating and 4Dtumor tracking. The
:amor is irradia ted at the predetermined brea thing interval when the
:'Jffior is at a constant position. Breath-hold techniques can be either
.3.ctiveor passive. Deep inspiration breath-hold, active breathing con-
:rol (inducing shallow breathing to minimize tumor motion) and
~elf-heldbreath-hold are some of such techniques which have been
:-eported in treating liver cancer,7,8Hodgkin's disease9 and breast
:ancer. One of the most important steps of planning in IGRT is the
3.ceurateregistration of the tumor position at the same phase of res-
:iration as it is in treatment planning, hence such details need to be
en care of during planning.
Respiration gating is to match the radiation beam to the respi-

:: tory pattern. For monitoring the treatment, IGRTis coupled with
:- ~piratory control. The patient's breathing cycle is monitored by a
~ting system that uses an infrared camera to track a marker that is
?laced either on the patient's chest or abdomen. The radiation beam
.:s triggered to turn on and off as the tumor moves in and out of
::.e preset gating window respectively (Figs. 5 and 6). For planning
?-ITPose,4D-CT images are acquired either prospectively or retro-
~ectively. In the former, CT images are only acquired at one specific
?fta e of the patient's normal breathing cycle. In the latter, multiple
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Fig. 5. Respiratory cycle of patient is tracked and recorded (upper curve) and is
coupled with IGRT. Radiation beam is enabled at expiratory phase (lower curve).

volumetric CT images are acquired and then be sorted according to
the patient's respiratory phases. The 4D-CT data can then be syn-
chronized with the respiratory phase to show the exact location of
the tumor at the specific respiratory phase.3

In 4D tumor tracking, fiducial markers are inserted into the
irradiated site as an aid to visualization. CT images are taken for
planning and the coordinates of the markers are registered. Before
treatment starts, the marker coordinates are traced for one to 'two
minutes (at a rate of 30 times per second) and recorded. Registra-
tion of the marker coordinates at the planning image and those at
treatment will indicate if misalignment exists, and in which case,
the treatment couch will be adjusted accordingly. Real-time tumor-
tracking starts where radiation beam will only be turned on if the
positions of the fiducial markers are within the gating window and
turned off if they are not in the planed position.10,1l While Shirato's
group used only one set of CT for treatment planning, Keall and
colleagues12 developed a method of 4D treatment planning that
involves a series of eight 3D CT image sets acquired at different res-
piratory phases for DMLC (dynamic multileaf collimator)-based res-
piratory motion tracking. Deformable image registration was used
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Fig. 6. Upper and middle: Beam off to spare normal tissue. Lower: Beam on when
target volume is in the range of the radiation beam (Courtesy of BrainLab AG,
Heimstetten, Germany).
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in mapping CT sets from the peak-inhale respiratory phase to those
of subsequent phases. Treatment planning was done on each of the
eight CT sets with the MLC aperture conforming to the PTV (plan-
ning target volume). Dose distribution from each CT set was the:;
mapped back to the CT of the peak-inhale phase for analysis. The
goal of the 4D planning is to estimate the extent of the tumor motio::-.
and decide on appropriate measures to ensure accurate beam tal"-
geting at treatment.

25.3.2 Imaging for Treatment Delivery

Another important IGRT technology is devising accurate methocG
for treatment verification and radiation dose delivery during trea:-
ment. Conventionally, for treatment verification, 2D portal image::
whether on film or by EPID are taken before the radiation dose is
delivered and at regular interval e.g. weekly thereafter, to be C01l'.-
pared with the planning or reference images to confirm that the setu;
accurate as planned. Though many EPID systems offer computer-
assisted tools for registration of anatomical features with the plan-
ning images and quantitative alignment analysis, errors if detectee.
are corrected retrospectively because adjustments can only be made
until the portal images are processed and reviewed, which is usu-
ally after the treatment is delivered. To improve treatment accura~:
it requires immediate error correction (before the treatment is deli\--
ered) and more frequent imaging such as daily.

MV EPIDs that generate digital images have been implemented fo:-
over a decade. An active matrix flat panel detector is installed oppo-
site to the radiation source of the linear accelerator. Portal image::
of the irradiated area with patient in treatment position will be gen-
erated. Manual matching or template aided matching is norm all::
used to determine the accuracy of the setup. However, the radiolog-
ical properties of MV X-rays do not produce images of good co -
trast and is an issue when very high precision treatment verificatio:::"
is required. Also due to the higher radiation dose, MV imagin.:;
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precludes its daily use. On the other hand, KV X-rays generate
higher contrast images with lower radiation dose and thus allow
more frequent imaging. This has motivated the incorporation of KV
X-ray tube systems in the treatment room that can be used for flu-
oroscopy, radiography and cone beam CT. Examples are the On-
Board Imager™ (OBI) (Varian Medical System, Palo Alto, USA);
XVI (X-ray Volume Imaging) system (Elekta®, Stockholm, Sweden);
and ARTISTE system (Siemens AG, Munich, Germany). They are
installed orthogonally to the MV treatment beam. The details of the
cone beam CT will be described later while other KV X-ray sys-
tems for treatment verification purpose will be detailed in the next
paragraph.

25.3.2.2 Room mounted KV fluoroscopic imaging system

For real-time tumor/position tracking, room mounted KV fluoro-
scopic units (two or more X-ray tubes paired with image intensi-
fiers) are implemented1o,1l,13 Such technique requires the insertion
of markers in the soft tissue tumor to aid visualization. Planning CT
will be acquired with the markers in situ and transferred to the spe-
cific planning software for dose planning. Positions of the markers
in the reference images are registered with those in the fluoroscopy.
In other similar systems, DRRs can also be reconstructed from plan-
ning CT for computer comparison with the real-time X-ray images
acquired during treatment by registering the positions of the mark-
ers (Fig. 7). Deviations, as compared with the DRR are displayed and
the computer-driven controller of the linear accelerator or treatment
couch will automatically correct for the deviations up to a predeter-
mined range. Another similar room mount KV X-ray system is the
ExacTrac® X-ray 6D which uses two KV X-ray tubes with opposed
amorphous silicon panel imaging detectors to acquire 2 orthogo-
nal planar X-ray images (Fig. 8). The Cyberknife (Accuray, Sunny-
vale, CA USA), a 6MV linear accelerator with a moving robotic
arm, capable of 6 degree of freedom movement, is another exam-
ple of image guided system that is coupled with dynamic tracking
software Synchrony.14,15 Its localization system is also based on 2
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Fig. 7. (A) Fiducial markers; (B) Fiducial markers seen on KV radiographs
(C)Corresponding fiducial markers in DRR.

X-ray images generated by 2 X-ray tubes in orthogonal directions.
By comparing the fiducial positions in these two images with tho e
of the DRRs from the planning CT, the translation and rotation error5
can be calculated and adjustment can be made to the treatmen:
couch. The tracking in the Cyberknife is a continuous procedure
at predetermined intervals throughout the treatment.

Reduction in geometric uncertainties requires the visualizatior:
of internal organs at treatment. CT images nowadays can
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Fig. 8. ExacTrac X-ray 6D (Courtesy of BrainLAB AG, Heimstetten, Germany).
The stereoscopic X-ray image sets generated allow detection of tumor movement
3-dimensionally.

reconstructed three or four dimensionally for radiation therapy. CT
scan of patient in treatment position is the basis for radiation treat-
ment planning and considered as the reference for treatment veri-
fication. ACT dataset obtained during treatment and reconstructed
to similar views provides a straightforward comparison of the treat-
ment delivered with the intended treatment plan. Therefore, more
emphasis is now placed on introduction of facilities that can generate
CT images in the radiation therapy treatment room.

To start with, bringing a CT scanner to the treatment room is
the easiest solution. The CT scanner is mounted on rail in the treat-
ment room and moves over the treatment couch of the linear accel-
erator. Patients can remain in the same position for imaging and
treatment. The close proximity of the imaging CT and the treat-
ment unit enables fine adjustments for changes in the size, shape
or location of tumors and surrounding tissues by using CT images
taken just before treatments are delivered. The first CT-on-rails was
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installed in Japan in 1996. Nowadays commercial products such as
PRIMATOMTM(Siemens Medical Solutions Inc) and EXaCTTarget-
ing™ (Varian Medical Systems Inc and GE Medical Systems) are
available.

Tomotherapy is delivered by a 6MV linear accelerator that uses a
ring gantry geometry like that of a CT scanner. With the slip ring
technology of a diagnostic scanner, the unit is capable of contin-
uous rotation around the the patient. Intensity modulated radia-
tion therapy is given through a fan-beam multileaf collimator from
all angles around the patient slice by slice. CT imaging technol-
ogy is incorporated in the gantry for precise localization of tumor.
The patient's anatomy can be reviewed the moment prior to treat-
ment and the size, shape and intensity of the radiation beam can be
adjusted to the precise location of the patient's tumor. The Hi Art
System® (Tornotherapy Incorp, Middleton, WI USA) is a commer-
cial tomotherapy unit. The energy fluence actually delivered to the
patient can be computed and superimposed on a CT representation
to be compared with the planned. Hence dose-guidance in addition
to image-guidance is possible with tomotherapy. MV energy has the
disadvantages of low inherent soft tissue contrast and poor detection
efficiencyofX-ray detectors.16 Quantitative analysis of contour vari-
ations has shown to be inferior to KVCTfor prostate delineation.17

In contrast to conventional fan-beam CTwhich acquires images slice
by slice and in several rotations, CBCT captures a larger volume
of tissue in one scan with a physically larger detector. It involves
the reconstruction of 3D volumetric data from 2D projections. I
works for either MV or KV X-ray beams. Example of MV Cone
beam can be found in MVision™Megavoltage Cone Beam (MVCB
(Siemens,AG, Munich, Germany). Amaximization of mutual info:--
mation algorithm is used to automatically register the MV CBC
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data set with the planning CT.18MV CBCT shows superior image
quality in the presence of materials with high atomic number such as
denture or hip prosthesis. However, generally speaking, the qual-
ity of the anatomical features reconstructed from MV CBCT may
not be good enough for the accuracy desired for image guidance.
Also it requires 1-2 cGy of radiation dose per scan. To improve the
image quality for better visualization in tracking the tumor and ver-
ifying treatment setup, a KV X-ray source with large area amor-
phous silicon flat-panel digital detector is now mounted on the drum
of a medical linear accelerator with two independent robotic arms
orthogonal to the treatment beam. This is in addition to the elec-
tronic portal imaging devise (EPID) which is positioned opposite
to the MV beam. The same centre of rotation is shared by the two
beams. Examples of KV cone beam CT are the On-Board Imager™
(OBI) (Varian Medical System, USA) (Fig. 9), X-ray Volume Imag-
ing (XVI) system (Synergy® Elekta Oncology, Stockholm, Sweden)
and ARTISTETMsystem (Siemens AG, Munich, Germany). They pro-
vide KV CT technologies for acquisition of data from cone-shaped
beam of X-rays rather than from the conventional fan-beam. Images
are taken at each degree of rotation. A total of 360 or more pro-
jections are collected over a thirty seconds to two minutes interval.
The whole volume is reconstructed in one operation producing high
resolution isotropic images instead of the conventional sliced image
which are stacked after reconstruction.19 Cone beam images have
been used for body parts such as bladder, lung and prostate. After
acquisition, software tools such as tile display or color wash display
must be provided for processing of the images and for registration
of the CBCT images with the planning CT images either manually or
automatically (Fig. 10). Shifts in the x-, y- and x-direction and in the
rotational direction need to be shown to indicate the corrections that
should be applied to the patient setup. CBCT has shown to reveal
setup error, anatomical deformation and physiological changes.1

Other than longer acquisition times, registration is still a tedious
and time-consuming procedure that deters the wide implementa-
tion of IGRT. Much effort is required to improve the efficiency of
the volumetric image registration. Also, wide field scatter and the
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Fig. 9. A linear accelerator with an on-board imaging system orthogonal to the
MVtreatment beam.

slow gantry motion often introduces motion artifacts greater thar
conventional CT scanners.20
To test its accuracy, KV CBCT-based setup corrections were

compared with orthogonal MV portal imaged-based corrections
for patients with prostate cancer treated by external beam. The
two methods correlated well using three intraprostate gold fiducia:
markers but less well for matching of soft tissue}l the visualization
of which is being explored actively.
The role of CBCT has been extended to online planning and

treatment delivery in a single step at the treatment unit for palliatin
spine metastases.21,22 The cupping artifacts were greatly reduced by
using image corrections and the accuracy of CBCT numbers wa
improved. Bony landmarks were sufficient for tumor definition.
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Fig. 10. CBCT ICT registration in tile display (Courtesy of Tuen Mun Hospital,
Hong Kong).

Dose placement was in agreement as planned. IGRT using CT veri-
fication has proven to be a time efficient alternative to conventional
verification practices and has the potential to further improve patient
outcomes through better target volume localization.

25.3.2.6 Ultrasound-guided radiation therapy

Ultrasound (US) is a noninvasive, flexible and inexpensive imaging
modality with no extra radiation dose to patients. It has a higher
differential capability for soft tissues than X-ray imaging modalities.
US IGRT targeting system can provide fast localization of a treatment
target on a daily basis.

Such a targeting system combines US and a 3D tracking system
with an interface to track tumor targets. An infrared optical camera
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system is mounted on the ceiling or wall to track the positio -
the US transducer, which is attached to a tracking arm. The came::-~
are calibrated to recognize the isocenter of the treatment mac.hi:-_~
and thus the system allows the US images to be correlated with .__
machine coordinates. Real time US images in the axial and saQi~
planes are acquired with patient at the time of treatment deliYe=-:-
Contours of the tumor volume or surrounding critical structur=
from the planning CT, can be exported to the system in DICO_~-
RT format, and be superimposed onto the US images. The trar~
ducer and couch positions are calculated and correlated with ~.~~
registered US/CT offsets in the X,Y, Z axes. 3D couch shift require--:
to realign the patient to the correct position in the three princiF.:i:.
axes will be indicated. Two such commercial US systems are ~.~
BATCAMTM(B-mode Acquisition and Targeting device with 0 ::.-
cal camera) (NOMOS, Cranberry Township, Pa) and the SonAry;=~
System (VarianMedical Systems, Palo Alto, Calif).
The US method has been investigated to be a feasible tool -

can significantly improve the residual mean 3D setup error vectc:-
from 11mm to 4.6mm for vascular structures close to tumors. 23 E:~
result was confirmed by repeat CT scans after repositioning. Ha --
and colleagues24 compared using the BAFMtransabdominal ultr3.-
sound system and fiducial markers with BrainLABExacTracD1 y~'"
tem for IGRT in a group of prostate cancer patients and found .
difference in the acute toxicities. However, the USmethod is limite-':
to abdominal and pelvic regions where no air cavities or less amOlC:
of bone is present. Interuser variation of the contour alignment, .~
also found significant.25,26 Potential for intrafractional treatment ~
limited.

25.3.3 Strategies for Error Correction

Setup variations can be separated into random and systema"':-
components.27 Random component is the daily variation includir.~
random patient movement and periodic movement such as brea~' -
ing. Systematic component, on the other hand, is the deviatior

123



between planning positions and actual treatment positions and
repeats everyday. This is probably due to equipment inaccuracy,
inaccurate outlining of target and the difference between patient
positionmg in CT planning and actual treatment in linear accelera-
tor. The goal of image guidance is to improve treatment accuracy by
correcting setup errors before the radiation treatment is delivered.
This means imaging at the treatment room prior to each treatment
and automatic or manual repositioning if misalignment exceeds the
predefined tolerance upon comparison between planning CT and
treatment CT.This is an online approach with immediate interven-
tion based on predefined action level but requires more effort and
time at treatment delivery.
The offline approach is to acquire images without immediate

intervention. In this approach, verification images are taken for the
first three to five days of treatment, and statistical analysis is then
done for the systematic and random components of the setup errors.
In contrast to online approach in which corrections are made for
:-:L"'1domerrors, offline analysis only corrects for systematic errors,
which is considered to have greater impact on tumor control prob-
ability because it may cause under dosage to the tumor volume at
each fraction of the treatment. Corrections are made only at subse-
quent fraction. In offline approach, the treatment plan can be reop-
timized to account for individual patient variations. A new plan can
be developed based on the average position of the tumor or criti-
cal organs as estimated from the treatment images. Such practice is
called adaptive radiation therapy (ART)and can be repeated several
times during the course of radiation therapy.2s,29Treatment param-
eters such as field margin, position of the MLC leaves, collimator
rotation and treatment dose may be adjusted to help achieve a safe
dose escalation. ARTstarted as an offlinemethod but can be brought
online, which means based on the deviations obtained from the vol-
umetric images, a new plan can be generated just prior to treatment
delivery. Online replanning will significantly improve dose confor-
mality and is the ultimate goal of IGRT.3oARTis particular useful in
cases of tumor regression during a course of radiation therapy.
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25.3.4 Frequency of Imaging

IGRT for treatment delivery requires a change in the work patteITL
Instead of taking images weekly during the treatment course, IGRT
requires imaging to be done as frequently as daily or for every
fraction. Also errors should be corrected immediately rather than
retrospectively.

The frequency of image guidance on patients with head and neU
cancer treated by a helical tomotherapy unit was evaluated.31 Sys-
tematic setup errors are generally reduced with more frequent imag-
ing but for fractions that were not imaged, random setup errors aTe
not reduced. If every other treatment was imaged, about 11% of a=
treatments still subject to 3D setup errors of at least 5 mm. The resi '-
ual setup errors could be reduced with increasing frequency of image
guidance. The use of daily electronic portal imaging for improy-
ing precision in radiation therapy of prostate cancer was studied.::::'
Interfraction prostate bed motion, setup error and total positiona.=.
error were analyzed by comparing the location of intraprostate gol .
seed fiducials on the electronic portal images with those on the DRR:
from the planning CT. Among the errors, the total positioning errors
>5 mm were found in 14.1%,38.7% and 28.2% of all treatment frac-
tions in the left-right, superior-inferior and anterior-posterior CD -

respectively. This shows that daily imaging and immediate correc-
tions are necessary for reduction of setup errors.

The online correction is normally based on a fixed action Ie_e:.
For example, correction should be done for errors >3 mm. Together
with the daily imaging for verification, the workload is considerable
and the procedure is costly.33 Increasing the action levels to say 5mm
would reduce the workload but might not bring dose benefits to
the organs at risk. Instead Keller and colleagues34 proposed online
correction strategies that aim for compliance with original treatmen:
plan intent using dose volume histogram (DVH) and equivalen:
uniform dose (EUD) score. The new correction strategies were foun .
to comply effectively with the initial treatment plan intent and coul .
be tailored to individual patient. If IGRT were to be used for a=
conventional fractionation that requires 30-40 fractions for a fur
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course, the tradeoffs between benefits and cost would be a subject
for debate. Considerations are now given to hypofractionation, i.e.
using fewer fractions to save the setup time.33,35

Dose escalation to tumor will result in a rise in tumor control proba-
bility. A tighter margin around the target volume means a reduction
in the volume of irradiation to normal tissue which will reduce the
probability of normal tissue complications. With image guidance in a
study on prostate cancer treatment, Ghilezan and colleagues36 found
that the target dose could be increased by 13% on average. Though
advantage varies for individual patients, substantial dose escala-
tion was possible in 32% of the patients. In a study by Ramsey and
colleagues,37 image-guided ART was used in a group of seven lung
cancer patients to adjust the planning target volume (PTV) weekly
based on the previous week's CT images used for image-guided
setup. The gross target volume (GTV) was reduced by 60%-80%
and the ipsilateral lung volume receiving 20 Gy can be reduced to
an average of 21%. Redpath and Muren38 found that use of IGRT in
urinary bladder cancer treatment leads to significant reduction (from
30 mm to 16 mm) in the required margin for full volume coverage.
Online CBCT guidance reduces the random errors in setup in partial
breast irradiation when compared with the conventional method of
using skin marks.39 Preliminary geometric benefits support reduc-
tion in PTV margins in IGRT cases.40 Whether such benefits can be
translated to improvement in treatment outcome is an issue to be
addressed by clinical trials.

Research studies are ongoing evaluating the appropriateness of
the image-guided technologies. The image-guided tools, whether
equipment, accessories or software programs, should be able to
review accurately the extent of errors that is likely to occur during
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treatment and make automatic corrections. The accuracy of any new
tool should be measured against the standard tools.

Current IGRT tool development is more focused on geometric
precision of tumor and margins around it. Accuracy of the tools
has proved acceptable. Biological and functional imaging may help
provide the necessary information, not only for enhancing target
definition and for treatment planning, but also to adapt the radia-
tion dose distribution within the tumor so as to increase the tumor
control probability. Image registration techniques are needed to link
biological imaging with scans obtained at treatment. Methods for
dose verification are also needed from IGRT tools to ensure that the
delivered dose is the planned/prescribed dose.41

Image registration techniques for rigid transformation are well
established. In IGRT, because of its varying imaging conditions and
the multimodality imaging, the need for deformable image registra-
tion is on the increase and becomes a fundamental tool for image
analysis. Organ deformation during respiration can be modeled42

and organ motion or 4D planning19 can be incorporated into the
TPS. Currently, a robust and efficacious algorithm is still lacking
though numerous existing methods are being validated. It is hoped
that deformable registration can be a standard in radiation therapy
treatment planning systems.

Thorson and Prosser19 suggested storing the imaging data of
patients with similar disease and technique for retrospective sys-
tematic analysis for better prediction of organ motion or status. For
example, the bladder status at the time of treatment can be predicted
from large amount of imaging data of the specific patient group for
establishing treatment margin and doses. This predictive approach
would provide guidelines for future IGRT planning.

IGRT uses images for precise tumor and organ delineation specific
for each patient and for the estimation of organ motion. Image acqui-
sition, segmentation, registration and visualization are performed at127



treatment planning. MR images can be registered to CT images and
allow better target delineation. Before treatment, the target location
or treatment setup is verified by different imaging technologies, the
more popular one being CBCT.Registration of planning images with
verification images provides the magnitude of deviations from the
treatment plan intent for correction to be made or for replanning. For
example, DRR from planning CT is registered with "live" 20 X-ray
images taken at treatment using bony anatomy or fiducial markers
or CT/CBCT 3D registration. The translation needed to register the
image pairs is used to calculate a 3D setup error for the patient. For
evaluation of target motion, 40 CT images are needed for planning
and verification of beam gating treatment. The DRRs from 4D plan-
ning CT are to be correlated with the DRRs of CBCT on treatment
unit for verification. A strong need for image registration at planning
and treatment is indicated in IGRT.
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CHAPTER m

IT Architecture and Standards for a

Therapy Imaging and Model

Management System (TIMMS)

Appropriate use of information and communication technology (lCT) and
mechatronic (MT) systems is considered by many experts as a significant
contribution to improve workflow and quality of care in the operating
room (OR). This will require a suitable IT infrastructure as well as commu-
nication and interface standards, such as DICOM and suitable extensions,
to allow data interchange between surgical system components in the OR.
A conceptual design of such an infrastructure, i.e. a therapy imaging and
model management system (TIMMS) will be introduced in this chapter.

A TIMMS should support the essential functions that enable and
advance image, and in particular, patient model guided therapy. Within
this concept, the image centric world view of the classical PACS technol-
ogy is complemented by an IT model-centric world view. Such a view is
founded in the speCial modeling needs of an increasing number of mod-
ern surgical interventions as compared to the imaging intensive working
mode of diagnostic radiology, for which PACS was originally conceptu-
alised and developed.

A proper design of a TIMMS, taking into account modern software
engineering principles, such as service oriented architecture, will clarify
the right position of interfaces and relevant standards for a surgical assist
system (SAS) in general and their components specifically. Such a system
needs to be designed to provide a highly modular structure. Modules may
be defined on different granulation levels. A first list of components (e.g.
high and low level modules) comprising engines and repositories of an
SAS, which should be integrated by a TIMMS, will be introduced in this
chapter.
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Since the OR and image-based interventional suites are the mos::
cost-intensive sector in the hospitat the optimization of workflm·.-
processes has become of particular concern for healthcare providers.
managers, and administrators. The understanding and managemen:
of workflows should become an integral part in the planning an .
implementation of complex digital infrastructures supporting diaa-
nostic and interventional procedures (i.e. interventional radiology.
minimal interventional surgery, computer assisted surgical proce-
dures and image guided therapy (lCT».

Examples of workflow and OR infrastructure related issues are1:

(1) Inefficient, ineffective and redundant processes.
(2) Inflexible "systems" of operation.
(3) Ergonomic deficiencies which hinder the workflow.
(4) Data (text, 10, 2D, 3D, 40) presentations not adequate, e.g.

intraoperative and perioperative.
(5) Soft knowledge (info + action strategy) presentation not

available.
(6) Scheduling (and tracking/RFIDing) of patients, personnel,

operating rooms, equipment etc. not facilitated or coordinated
(often the seeds of "busted" schedules).

(7) Too long set up times for image-guided and robotic surgery.
(8) Lack of consistent working practices/ guidelines or workflows

(the hospital as a high risk and high velocity "production" envi-
ronment is not scripted enough, there is too much diversity of
behavior).

(9) No standardized integration of surgical devices and systems.
(10) Lack of quantified information on workflow and error

handling.
(11) Communication across disciplines not adequate, e.g. between

radiology and surgery.
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(2) Ensure availability of real time information regarding (peri)
operative processes to respond to best practices and variances
in actual patient care.

(3) Develop standard interfaces to integrate seamlessly ICTand MT
systems into the OR by taking account of the special needs of
imaging and modelling tools within the surgical workflow.

This leads to the concept of an ICT supported ORwhich may be
named surgical PACS(S-PACS)ormore specifically a "therapy imag-
ing and model management system" (TIMMS).A TIMMS2 should
support the essential functions that enable and advance image, and
in particular, patient model guided therapy. Within this concept,
the image centric world view of the classical PACS technology is
complemented by an IT model-centric world view. Such a view is
founded in the special modelling needs of a number ofmodern sur-
gical interventions as compared to the imaging intensive working
mode of diagnostic radiology, for which PACSwas originally con-
ceptualized and developed.
A TIMMS provides the ICT based infrastructure necessary for

surgical/interventional workflow management of the modern dig-
ital operation room (DOR).The concept and design of a TIMMSis
based on the assumption that significant improvement in the quality
of patient care, as well as ergonomic and health economic progress
in the OR can only be achieved by means of an lCT infrastructure
(based for example on a suitable DICOMextension) for data, image,
information, model and tool communication. A proper design of a
TIMMS, taking into account modern software engineering princi-
ples, such as service oriented architecture, will clarify the right posi-
tion of interfaces and relevant standards for a surgical assist system
(SAS)in general and their components specifically.

Engineering of lCT systems for the assistance of surgical interven-
tional activities implies the specification, design, implementation
and testing of computer assisted surgery (CAS) or IGT systems.
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A number of components for such systems have been developed
in academic and industrial settings and are applied in various sur-
gical disciplines. In most cases, however, they are stand alone sys-
tems with specific ad hoc propriety or vendor interfaces. They can
be considered as islands of IT engines and repositories with varying
degrees of modularization and interconnection.

Figure 1 shows an abstraction of seven engines with associated
repositories, which may form part of an SAS. Ideally they should be
integrated by a suitable TIMMS infrastructure.

Considering software engineering principles, such a system
needs to be designed to provide a highly modular structure. Mod-
ules may be defined on different granulation levels. A first list of
components (e.g. high and low level modules) comprising engines
and repositories of an SAS, which should be integrated by a TIMMS,
is currently being compiled in a number of R&D institutions and also
within the DICOM "DICOM in surgery."

Figure 2 shows a concept (meta architecture) of a high level
generic modular structure of a surgical assist system. The high level
modules are abstracted from many specific CAS fIGT systems which
have been developed in recent years. In general, a combination of
these can be found in most R&D as well as commercial SAS systems.
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A central position in Fig. 2 is occupied by the "Kernel for workflow
and knowledge and decision management." It provides the strategic
intelligence for preoperative planning and intraoperative execution.
Often this module (or parts thereof) is integrated into some of the
other engines, as the need may have demanded.

Low level modules (LLM's) responsible for interfacing and com-
munication are embedded in each of the engines and repositories
given in Fig. 2. LLM's should be derived from a single or from
a combination of several distinct surgical workflows. In the lat-
ter case, these are sometimes referred to as surgical integration
profiles (SIP's).An LLMmay be a surgical function or related activ-
ity using information objects, which ideally, may be part of differ-
ent types of interventions. In order to identify LLM's which satisfy
the above requirements, it is of critical importance to select a repre-
sentative set of surgicallinterventional workflows which cover the
domain of interest for standardization of image and model-guided
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interventions. This selection should not only focus on the present
state of the art of surgery but also take into account future potential
developments of patient image- and model-guided interventions.

31.3.1 Engines and Repositories

The components of TIMMS,3 which are modular, scalable and may
be distributed in location, act synergistically to provide function-
ality and utility that exceeds the sum of its individual parts. The
components include:

(1) Seven "engines" which work independently and dependently
and account for all facets of complex medical and surgical pro-
cedures. Engine may be defined as a software module which can
be executed on an appropriate computing machine.
The seven engines are:

• Intraoperative imaging and biosensors engine
• Modelling engine
• Simulation engine
• Kernel for workflow and knowledge and decision manage-
ment engine

• Visualization engine
• Intervention engine
• Validation engine.

(2) Associated repositories linked to each of the seven engines a
repository may be defined as an integrated hardware and soft-
ware structure which stores, and makes available, data and/or
data processing tools.

• Images and signals repository for the intraoperative imaging
and biosensors engine.

• Modelling tools repository for the modelling engine.
• Computing tools repository for the simulation engine.
• Workflow and knowledge and decision tools repository for
the kernel for workflow and knowledge and decision man-
agement engine. 137



• Representation tools repository for the visualization engine.
• Devices and mechatronic tools repository for the intervention
engine. Mechatronics is defined as the synergistic combina-
tion of mechanical engineering, electronic engineering, and
software engineering.

• Validation tools repository for the validation engine and for
the kernel for workflow and knowledge and decision man-
agement engine.

(3) Additional repositories which are provided for

• Models (models are defined as simulated objects).
• References such as workflow models, evidence-based medical
data, case-based medical data.

The system provides for real time data mining from these repos-
itories during the performance of the surgical procedure.

(4) Kernel for workflow and knowledge and decision manage-
ment engine. The central computing kernel (or "brain") of the
system may use different forms of logic, different database
structuring, agents and other forms of artificial intelligence,
depending on the specific applications of the procedure or
procedures being performed. Agents may be defined as soft-
ware modules, containing some form of intelligence, which,
with some degree of autonomy and adaptability, carry out
functions or tasks. Agents may be called by the workflow
engine when executing a given activity component/ element of
a given workflow. In general, agents are part of the Kernel for
workflow and knowledge and decision management, but they
may also be part of and/ or be accessible to the other engines
of TIMMS.

(5) Information and communication technology infrastructure
allowing for intercommunication and interactivity between all
components of TIMMS. All of the engines, tools, repositories,
leT infrastructure, data sources, including the operative team
are linked, through a distributed network, providing for the full
functionality of TIMMS, including planning, guidance, learning,
and data mining and processing.
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The ICT infrastructure used by TIMMS includes structures, object I

processes and interfaces from well established sources, to ensure
compatibility. This includes, but is not limited to:

• IHE
• HIS
• RIS
• PACS
• DICOM
• HL7

Interfaces are provided for the input of data and information
from the outside world which are then processed and utilized by
the functional components of TIMMS and stored within the repos-
itories. A possible realization of interfaces required between major
functional groups within and outside TIMMS is shown in Fig. 3.
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Interfaces are also provided for the output of various models, inter-
vention records, data and information that have been synthesized
within the TIMMS structure.

31.3.2 Major Functionalities

31.3.2.1 Patient specific modelling

TIMMS is based on an underlying construct or approach to
patient management entitled a model-centric view. Traditionally, the
approach to medical imaging when applied to clinical aspects of
patient care has been limited to the realm of the images themselves.
This has been called the image-centric world view.

However, the approach to medical imaging employed by TIMMS
is extended far beyond the realm of the images. In the model-centric
world view a wide variety of information, relating to the patient,
can be integrated with the images, providing a more comprehensive
and robust view of the patient. TIMMS employs the model-centric
world view, providing and utilizing all available data for surgical
interventions.

The incorporation and utilization of workflow processes, within the
kernel for workflow and knowledge and decision management is
central to the functioning of TIMMS. TIMMS employs an adap-
tive workflow engine that is flexible and capable of learning and
providing guidance throughout the procedure. A reference work-
flow, which provides the basic framework for a surgical procedure,
evolves into an executing workflow, which is patient specific and
is based on the model-centric view of the patient that also evolves
throughout the entire patient encounter. For example, modifications
to the executing workflow may be based on feedback from physi-
ologic monitoring of the patient, from the surgeon, from operative
robots, from operative haptic devices, from stored data within repos-
itories. Modifications to the executing workflow engine are in syn-
chronization with updates to the patient model by the modelling140



engine. The selected reference surgical workflows is extracted from
the appropriate repository during the planning stage of the surgical
procedure.

31.3.2.3 Validation processes

Data collection is automated for all aspects of the presurgical eval-
uation, intraoperative procedures, and postoperative evaluation.
Methodology is provided for the application of statistical processes
to the accumulated data.
The methodology for error handling and validation is built into

the system so that variations in human performance, as well as
machine performance, and patient response are factored in, and
learned from, at any given step of the surgical procedure.
The system contains the functionality to achieve refinements

in medical and surgical "best practices" and to facilitate quality
improvement programs. Prospective medical research projects will
be more easily achieved through the automated collection, mon-
itoring and measuring of large volumes of data, with numerous
variables.
Key aspects for the validation engine:

• Assess the surgical workflow activities, in particular the imaging,
model and representations accuracy of the surgical intervention.

• Assess specificsurgical domain data, information, knowledge and
decision presentations, intervention protocols.

• Ascertain that the specific surgical workflow selected fulfils the
purpose for which it is intended and is properly executed.

• Ascertain that selected critical activities, which imply given
accuracy, precision, real time response, etc. are properly
carried out.

• Ascertain that the appropriate tool sets selected from the reposi-
tories will provide the capabilities required.

• Secure that completeness and consistency checks produce the cor-
rect results.

• Ascertain that appropriate documentation and reporting for the
intervention is carried out.
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• Ascertain that the appropriate hardware and software devices
required are online and functioning.

Organized activities such as those observed in the operating room,
regardless of complexity, may be better understood and character-
ized through the process of workflow analysis and diagramming.
By analyzing, synthesizing and filtering multicomponent processes
into their fundamental functional components, a workflow diagram
may be generated. To provide consistency and reproducibility this
process must utilize a uniform and consistent ontology. The work-
flow diagram thus generated may be viewed at different levels of
granularity or orders. These may be described from the broadest cat-
egories (first-order processes) through the finest levels of the surgical
procedure (n-order process).

The specific workflow diagrams generated through precise and
analytic description of actual surgical procedures may be further dis-
tilled into generic, or reference, workflow diagrams for categories of
procedures. The reference workflow diagrams thus generated pro-
vide the underlying roadmap to be followed by TIMMS throughout
an entire operative procedure. This includes each of the three first-
order processes: preoperative assessment and planning; operative
procedure; and postoperative care.

The reference workflow diagram is a dynamic and flexible struc-
ture, designed to be transformed into a patient specific workflow, or
executing workflow, by TIMMS throughout the entire procedure.
The workflow Kernel and the various cognitive agents of TIMMS
generate a patient-specific model from all of the available sources of
data, such as imaging, physiological monitoring, EMR, data reposi-
tories, generated simulations, input and feedback from mechatronic
devices. Furthermore, on the basis of changes in the patient model
throughout the e~tire procedure, the executing workflow may be
modified and updated as necessary. This provides the necessary
flexibility required for a surgical procedure in which both minor and
major variations are the norm. As variations or deviations from the
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active executing workflow are encountered, the patient model and
the executing workflow are updated as required. It should be noted
that the patient specific model may be influenced by any and all
factors directly impacting the procedure. These include factors that
are both intrinsic and extrinsic to the patient, including the func-
tions and status of surgical tools and devices, and activities of the
operating surgeon and assistants.
As a surgical procedure progresses through the executing work-

flow, active links between the workflow engine and the TIMMS
agents are activated in sequence in order to accomplish the tasks
required for TIMMSto help facilitate the surgical process.
A reference workflow diagram for an hepatic tumor radiofre-

quency ablation procedure, which will be used to demonstrate the
active links between workflow and TIMMSin See.31.5,is presented
in Figs. 4(A)-4(E).

31.5 EXAMPLEOF A TIMMS PROJECT

31.5.1 Active Links Between Surgical Workflow and TIMMS

A TIMMS project is designed to function throughout a surgical
workflow at all levels of granularity of each of the three first-order
processes: preoperative assessment and planning; operative proce-
dure; and post-operative care, as described in See. 31.4. The initi-
ation of a TIMMSproject, in a clinical setting, may be considered
to take place at the time a request for a procedure is received by
the surgeon, and concludes when all post-operative care issues and
post-operative quality assurance and archiving activities have been
addressed.
An example of a TIMMS project (treatment for a solitary

liver metastasis from a previous colon cancer with radiofrequency
ablation) is presented in this section. The relationship between the
workflow steps and accompanying TIMMS functions and actions
are outlined in detail. Schematically,this will be represented as con-
nections between the workflow steps and the TIMMS agents and
engines which are accessed through the TIMMSnetwork [Fig.5(A)].
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Hepatic Tumor Radiofrequency Ablation

Preoprative Assessment and Planning

Clinical Evaluation:

Review patient's History

and Physical, Complete

Blood count, Coagulation

Studies, Liver Function

Tests, and Biopsy Results.

Laboratory Data

Reviewed by

Radiologist

Previous Imaging

Reviewed by

Radiologist

Localization:

Confirm tumor location

and

characteristics

Targeting:

Plan and Determine

Access and trajectory

of electrodes

Fig, 4(A), The workflow steps involved in preoperative assessment and plan-
ning (the initial first-order process) for an hepatic tumor radiofrequency ablation
procedure.
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Hepatic Tumor Radiofrequency Ablation

Operative Procedure: Preparation for Electrode Placement

Image Guidance:

Final Plans and measurements

for electrode placement

Navigation:

1. Real·time CT-Fluoro

2. Electro-magnetic Targeting System

3. Laser Goniometer

Fig. 4(B). The initial workflow steps involved in the operative procedure (the
second first-order process) for an hepatic tumor radiofrequency ablation procedure.
This portion of the workflow covers the preparatory steps required for placement
of the radiofrequency electrode.
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Hepatic Tumor Radiofrequency Ablation

Operative Procedure: Ablation of the Tumor

Fig. 4(C). The next workflow steps involved in the operative procedure for an
hepatic tumor radiofrequency ablation procedure. These workflow steps are related
to the ablation process.
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Hepatic Tumor Radiofrequency Ablation

Operative Procedure: Completion

31.5.2 Preoperative Assessment

31.5.2.1 Initiation of a new TIMMS project

When a request for an operative procedure is received, the surgeon
may launch the TIMMS software to initialize a new project at a
TIMMS medical workstation [Fig. 5(B)]. The TIMMS engines and
repositories will start up and undergo an automated system check,
and all of the engine activities which operate in the background
will commence. At this time, the validation engine will check that all
TIMMS software components are online and functioning properly.
The default settings of all connected hardware and software devices
will be initialized and their proper function will also be confirmed
by the valtdation engine. At this time, the surgeon may modify the
specific connections through the TIMMScomputer interface.
The surgeon will then establish a new "TIMMS PROJECT" which

will have its own unique TIMMS Project ID Number and will enter
patient's name and medical record number. In order for TIMMS to

147



Hepatic Tumor Radiofrequency Ablation

Post-Operative Care

Extubation and

Post-Procedure Care

by Anesthesiologist

Fig. ME). The workflow steps involved in post-operative care (the third first-order
process) for a hepatic tumor radiofrequency ablation procedure.

begin to select the appropriate reference workflow from the workflow
repository and to perform the data mining from electronic medical
records and data repositories, the surgeon will enter identifying fea-
tures of the surgical procedure to be performed, such as a procedure
class (radiofrequency ablation) and code (solitary liver metastasis
from colon cancer). The reference workflow would be selected by a
cognitive agent of the kernel for workflow and knowledge and decision
management (workflow kernel). The data mining functions are medi-
ated by the electronic medical record (EMR) agent of the workflow kernel.
Patient information and images would be retrieved from sources
including the radiology information system (RIS), hospital informa-
tion system (HIS), picture archiving and communications system
(PACS) and from TIMMS data repositories.148



Fig.5(A). TIMMScomponents and the LAN/WAN through which it connects to
external elements such as data sources and mechatronic devices.

Prior

to Day of

Procedure

1. Receive request for new

procedure.

2. Initialize new case.

3. TIMMS engines and

repositories. and

connections will start up

and undergo system check.

Fig. 5(B). The initial links between the surgical workflow and TIMMSwhen a
request for a procedure is first received and the TIMMSsoftware is started up.

31.5.2.2 Collection of patient information and images

A TIMMS cognitive agent, the EMR Agent, performs retrieval of
data from the electronic medical record and the data repositories.
This includes all relevant patient information, such as history and
physical, past medical history, laboratory data, pathology reports,
consultations, etc. The imaging agent of the TIMMS Imaging and
Biosensors Engine will also retrieve and download pertinent medi-
cal imaging studies [Fig.5(C)]. 149



Table 1. First-Order Process: Preoperative Assessment and Second-Order
Process: Initiative of New TIMMS Project

Workflow
Step

Related TIMMS
Action/Function

Agent/Device/
Description

TIMMS Engine or
Repository

Receive
consult for
RF ablation
procedure.

Initialize
new case.

1. Launch TIMMS
SYSTEM
hardware and
software.

1. Check that all
hardware and
software devices
are connected
and functioning.

1. Establish a new
"TIMMS
PROJECT" which
will have its own
unique TIMMS
Project ID # .

2. Enter patient
name, medical
record number,
procedure class
(RFA) and code
(liver metastasis).

1. All TIMMS engines
and repositories
will start up and a
cognitive agent of
the validation
engine will conduct
a system check.

2. All engine activities
which operate in
the background will
commence.

1. Connection checker, a
cognitive agent of
the validation engine,
will check that all
external hardware
and software
devices are
connected and
functioning
through the TIMMS
infrastructure.

1. Kernel for workflow
and knowledge and
decision
management.

2. Validation engine.
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Clinical Evaluation:

Review patient's history

and physical, complete

blood count, coagulation

studies, liver function

tests, and biopsy results.

Laboratory data

reviewed by

radiologist

Previous imaging

reviewed by

radiologist

localization:
Confirm tumor location

and
characteristics

Targeting:

Plan and determine

access and trajectory

of electrodes

Fig. 5(C). The links between the surgical workflow and TIMMSfor collecting the
required clinical information and images from the electronic medical record (which
may include PACS,HIS, and RISsystems, as well as TIMMSdata repositories). This
includes patient information and imaging data. The Patient-Model Integrator creates
and updates the patent-model which is used by TIMMS throughout the operative
procedure.

Table 2. First-Order Process: Preoperative Assessment, Second-Order
Process: Collection of Patient Information and Images

Workflow
Step

Collect all
known
patient data.

Collect all
known
patient
images.

Related TIMMS
Action/Function

1.Access the
electronic
medical record
(EMR)to
download all
patient
information;
history and
physical; lab
data; pathology
results.

1.Access the EMR
to download all
pertinent patient
imaging studies.

Agen t/Device /
Description

1. EMRagent
accesses HIS, and
RISsystems, as
well as TIMMS
data repositories.

1. Imaging agent
accesses PACS
and TIMMSdata
repositories.

TIMMSEngine or
Repository

1. Kernel for workflow
and knowledge and
decision
management.

2. Data repository.

1. Imaging and
biosensors engine.

2. Data repository.
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31.5.2.3 Development of the patient model and treatment plan

Once the required patient information and images are retrieved and
made available, the next step is determining whether or not the
metastatic tumor in the liver from a previous colon cancer, in this
patient, meets criteria for treatment with radiofrequency ablation
[Fig.5(D)].
One of the core functions throughout the TIMMSproject is the

creation and maintenance of the patient-model [Fig.SeD)].A cogni-
tive agent of the TIMMS modeling engine, the Patient-model integra-
tor, which creates and updates the patient-model, will be activated.
The information compiled in the patient-model is used to deter-
mine whether the patient is a suitable candidate for undergoing
radiofrequency ablation and if the features of the lesion are favor-
able for radiofrequency ablation. Examples of parameters collected
and analyzed would include the features of the tumor (histologi-
cal characteristics; stage, grade, size/volume; shape; proximity to
surface, diaphragm, vessels; portal vein patency and flow; prox-
imity of diaphragm, gallbladder, colon, stomach); imaging features
(CT,ultrasound, MRI, PET characteristics); and, previous treatment
(systemic chemotherapy, surgery, chemoembolization). Information
obtained from the previously retrieved images [Fig. 5(B)] would
be used to determine feasibility of treatment based on location of

Fig. 5(D). TIMMS components that are called into play in order to create the
patient model, to determine the feasibility of the proposed radiofrequency ablation
treatment, and to specify the treatment plan.

152



the tumor, and, the access and trajectory of the electrodes to be
employed.

Another of the core functions of a TIMMS project is the selec-
tion of the reference workflow and its modification into an execut-
ing workflow which is updated as changes in the patient-model are
encountered. The adaptive workflow agent and the treatment assessment
simulator of the workflow kernel and the simulation engine, respectively,
would be instrumental in determining the suitability of radiofre-
quency ablation and in selecting the appropriate reference workflow,
in this example, all available workflows for radiofrequency ablation
of solitary hepatic metastasis from colon cancer would be consid-
ered [Fig. 5(D)]. A group of possible reference workflows would be
selected, simulations would be conduct, and the "best-fit" reference
workflow would be selected. The reference workflow would then
be transformed into the executing workflow based on the specific
features delineated in the patient-model. This executing workflow
forms the basis for the treatment plan.

Cognitive agents of the workflow kernel and validation engines,
such as the outcomes predictor, then perform data mining and out-
comes predictions [Fig. 5(D)]. The patient-modet the executing
workflow, and data mined from data and peer-to-peer repositories, are
analyzed by the surgeon, assisted by the workflow kernel, to provide
a prospective quantitative and qualitative assessment of the likeli-
hood of technical success. If the outcomes prediction is favorable,
the following are potential recommendations that might be made:

(1) Literature does not support additional chemotherapy at this
time; Proceed with radiofrequency ablation.

(2) Available, connected equipment does not support cryotherapy.
. (3) Adjacent areas do not require protection with saline.
(4) Suggest multi-prong electrode at x location/ angle/ depth for

portion x of the tumor, as displayed.

When the surgeon determines that the patient is a suitable candi-
date, the scheduling agent of the workflow Kernel will proceed to sched-
ule the procedure [Fig. 5(D)L and the TIMMS will continue to update
the patient-model and executing workflow, in the background as
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Table 3. First-Order Process: Preoperative Assessment, Second-Order Process:
Development of Patient Model and Treatment Plan

Workflow Related TIMMS Agent/Device/ TIMMSEngine
Step Action/Function Description or Repository

Evaluation of 1.A comprehensive 1. Patient-model 1. Modeling
whether the liver working patient integrator engine.
metastasis in this model is creates and
patient, meets constructed and updates
criteria for maintained patent-model.
treatment. throughout the

procedure.

Select treatment 1.A group of 1.Adaptive 1. Kernel for
plan. possible reference workflow workflow and

workflows are agent. knowledge and
selected. 2. Treatmen t decision

2. Conduct assessment management.
simulations. simulator. 2. Simulation

3. Select "best-fit" engine.
"executing
workflow."

Assess feasibility; 1.Outcome 1. Outcomes 1. Kernel for
outcome prediction is predictor workflow and
probabilities; performed. perform data knowledge and
determine 2. The patient mining and decision
potential pitfalls. specific model, the outcomes management.

executing predictions. 2. Validation
workflow, data engine.
mined from data 3. Data and
and peer-to-peer peer-to-peer
repositories, are repositories.
analyzed.

Revise workflow 1. The adaptive 1. Adaptive 1. Kernel for
based on workflow agent workflow agent. workflow and
outcomes will "suggest" knowledge and
assessment. additional changes decision

to the executing management.
workflow.

The treatment 1. Final simulation 1. Treatment 1. Simulation
plan will be will be run and assessment engine.
finalized. analyzed. simulator.

2. The final executing
workflow is
accepted.
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Table 3. (Continued)

Workflow Related TIMMS Agent/Device/ TIMMSEngine
Step Action/Function Description or Repository

The procedure is 1. The procedure is 1. The scheduling 1.Kernel for
scheduled. scheduled through agent. workflow and

the interface with knowledge and
RIS/HIS. decision

management.

Patient 1. The patient model 1. EMRagent 1.Kernel for
undergoes is updated with retrieves patient workflow and
presurgical results from data. knowledge and
laboratory presurgical 2. Patient-model decision
testing and testing. integrator management.
anesthesia 2. Simulation updates 2. Modeling
assessment. reassessed patent-model. engine.

automatically. 3. Treatment 3. Simulation
3.Any changes are assessment engine.
highlighted. simulator

performs
simulations.

The executing 1. The adaptive 1.Adaptive 1.Kernel for
workflow is workflow agent workflow agent workflow and
revised if will "suggest" suggests knowledge and
indicated. changes to the revisions to decision

executing executing management.
workflow based workflow.
on current data.

3D illustrations 1. Preoperative 3D 1.Cognitive 1. Visualization
and models may illustrations or agents of the manager
be constructed. models may be modeling and engine.

created to facilitate visualization 2. Modeling
surgery. manager engines engine.

are used to
create required
diagrams and
illustrations.

any additional information, such as laboratory data collected dur-
ing presurgical testing, is accumulated.

If needed, 3D illustrations or 3D models to facilitate surgery
are created by the visualization manager and surgical modeling engines
[Fig.5(0)]. Through its infrastructure, TIMMSis capable of remotely
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initiating the design and building of surgical 3D models by devices
that are networked to TIMMS.

31.5.3 Operative Procedure

31.5.3.1 Initiation of operation and patient assessment

On the day of the operative procedure, after the TIMMS is started
up and its functions and connections are checked and the physi-
ological monitoring has been initiated, the patient model integrator
updates patient-model from real time physiologic data. Revisions
to workflow are suggested by the adaptive workflow agent of the work-
flow engine as the patient model integrator updates the patient-model
[Fig.5(E)].

Prior to the onset of the administration of anesthesia and the
onset of the surgical procedure, preanesthesia assessment is required
to ensure patient safety. Patient data is acquired by the efforts of
the imaging and biosensors engine and the patient safety agent of the
validation engine, and/ or entered by operating room personnel. The
procedure can only commence when the preanesthesia assessment
is complete [Fig. 5(E)].

At the onset of the procedure the cognitive agents of the workflow
kernel monitor, the procedure in parallel with the evolving execut-
ing workflow, recording the actual executing workflow ultimately
used.

Fig. SeE). TIMMS components utilized during the initiation of the operative pro-
cedure and during preanesthesia patient assessment.
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Table 4. First-Order Process: Operative Procedure, Second-Order Process:
Initiation of Operation and Preanesthesia Assessment

Workflow
Step

Related TIMMS
Action/Function

Launch TIMMS
SYSTEM
hardware and
software.

1. Check that all
TIMMShardware
and software
devices are
connected and
functioning.

2. Use "default
settings" or
modify the specific
connections.

3. Re-enter the
unique TIMMS
project ID #.

1.Connections and
links between
imaging devices,
monitoring
devices, displays
and monitors,
input devices, etc.
are checked.

Agent/Device/
Description

1.All TIMMS
engines and
repositories will
start up and
undergo system
check.

2.All engine
activities which
operate in the
background will
commence.

1. Connection checker
confirms that all
TIMMShardware
and software
devices are
connected and
functioning.

1. Cognitive agents
check that all
operative
hardware and
software imaging
devices;
mechatronic
devices; displays;
and biosensor
devices are
connected and
functioning
properly.

TIMMSEngine
or Repository

Validation
engine.

Validation
engine.

1. Imaging and
biosensors
engine.

2. Validation
engine.
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Table 4. (Continued)

Workflow Related TIMMS Agent/Device/ TIMMS Engine
Step Action/Function Description or Repository

Workflow 1. Initiate workflow. 1. Adaptive workflow 1. Kernel for
monitoring agent monitors the workflow and
begins. progress of the knowledge and

executing decision
workflow; any management.
changes to the
executing
,,·orkflow are
recorded.

Patient 1. The patient model 1. Patient model 1. Imaging and
monitoring is updated from integrator update biosensors
begins. real time patient-model as engine.

physiologic data. the operation 2. Modeling
progresses. engine.

Preanesthesia 1. To ensure patient 1. Patient safety agent 1. Validation
assessmsnt. safety, an indicator ensures that engine.

will be displayed preanesthesia 2. Workflow
and the procedure assessment is kernel.
can continue, only complete and
when the within acceptable
preanesthesia limits.
assessment is
complete.

The 1. Revisions to 1. Kernel for
executing workflow are workflow and
workflow is suggested by the knowledge and
revised if adaptive workflow decision
indicated. agent of the management.

workflow engine as 2. Modeling
the patient model engine.
integrator updates 3. Simulation
the patient-model. engine.

31.5.3.2 Planning of electrode placement

As the procedure progresses, the flow of images and data through
the TIMMS Infrastructure is maintained between the imaging equip-
ment (e.g. the CT scanner and/ or ultrasound) and the registration
and navigation agents of the intervention engine. Mechatronic and
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Image Guidance'

Final plans and measurements

for electrode, placement

Navigation:

1, Real-time CT-Fluoro

2. Electro·magnetic largeling system

3. Laser goniometer

navigation devices are brought online. All available imaging and
physiologic data is fed through the TIMMS infrastructure to the
mechatronic and navigation devices for maximum operative pre-
cision. This data is also assimilated by the adaptive workflow agent
into the executing workflow [Fig. 5(F)].

Any additional visualization devices, such as stereoscopic over-
lay are brought online, with all available data and images input from
the visualization manager engine.

Once all available data has been processed by TIMMS, the adap-
tive workflow agent makes final revisions to the executing workflow,
and the efficacy of the proposed treatment is confirmed through the
validation engine [Fig. 5(F)].

31.5.3.3 Placement of fine needle

When the finat specified coordinates, angles, and depths of elec-
trodes are calculated and displayed, the surgeon then proceeds with
skin preparation and administration of anesthesia. A fine needle,
long enough to extend from the skin to the tumor to be ablated, is
deployed for two purposes. This needle will be used to adminis-
ter local anesthesia and to verify adequacy of the planned electrode
trajectory. This fine needle will also serve as a guiding needle for
"tandem" placement of the radio frequency (RF) electrode along side
the fine needle.

Feedback from Navigational devices will dictate modifications
to the executing workflow by the adaptive workflow agent [Fig. 5(G)].
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Table 5. First-Order Process: Operative Procedure, Second-Order Process:
Planning of Electrode Placement

Workflow
Step

Planning is
made for
electrode
placement.

Mechatronic
set up
(robotics,
naviga-
tion).

Visualization
(such as
stereo-
scopic
overlay)
set-up.

Final
adjust-
ments
made to
executing
workflow.

Related TIMMS
Action/Function

1. Imaging
registration
begins.

2. Technologist/
physician begin
imaging the
patient.

3. Feedback from the
imaging
modalities that are
used, such as CT
and/or
ultrasound, are fed
into TIMMS.

1.Mechatronic and
Navigation
devices are
brought online.

2. Feedback from the
mechatronic and
navigation devices
are transmitted to
TIMMS.

1.Additional
visualization
devices are
brought online.

2.Data/images are
input from
TIMMS.

1.Modification and
acceptance of
executing
workflow.

Agent/Device/
Description

1.The flo,,- of images
and data through the
TDv[\,lfSInfrastruc-
ture is maintained
between the imaging
equipment (e.g. the
CT scanner and/or
ultrasound) and the
registration and
navigation agents.

2. This data is then
assimilated by the
adaptive workflow
agent into the
executing workflow.

1.Flow of images and
data is maintained
between TIMMSand
mechatronic and
navigation devices.

2. This data is then
assimilated by the
adaptive workflow
agent into the
executing
workflow.

1. Flow of images and
data is maintained
between TIMMSand
visualization
hardware and
software.

1. Adaptive workflow
agent makes final
revisions to
executing workflow.

2. Final coordinates,
angles, depths of
electrodes are
displayed.

TIMMSEngine
or Repository

1. Intervention
engine.

2. Imaging and
biosensors
engine.

3. Workflow
enoine.

1. Intervention
engine.

2. Workflow
engine.

1. Visualization
manager
engine.

1. Kernel for
workflow and
knowledge and
decision
management.

2. Validation
engine.
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Fig.5(G). TIMMScomponents for fine needle placement for local anesthesia. Ade-
quacy of the trajectory of the fine needle will be confirmed, so that the radiofre-
quency electrode will be placed appropriately, in tandem, along side the fine needle.

Table 6. First-Order Process: Operative Procedure, Second-Order Process: Fine
Needle Placement

Placement of fine
needle for local
anesthesia.

Related TIMMS
Action/Function

1.Adequacy of
the trajectory
of the fine
needle will be
confirmed, so
that the
radiofre-
quency
electrode will
be placed
appropria tely,
in tandem,
along side the
fine needle.

Agent/Device/
Description

1. Feedback from
naviga tional
devices will
dictate
modifications
by the adaptive
workflow agent
to the
executing
workflow.

TIMMSEngine or
Repository

1. Kernel for workflow
and knowledge and
decision
management.

2. Validation engine.

31.5.3.4 Placement of radiofrequency electrode and ablation of tumor

The radiofrequency (RF) electrode is deployed with the biosensor
and imaging, intervention, and validation engines enabling coordinated,
synchronized function of real time imaging devices (such as CT-
fluoro or ultrasound), registration and navigation agents, and
robotic devices. Once proper placement of the RF electrode is
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Fig. 5(H). TIMMS components for radiofrequency electrode placement and for
ablation of the tumor.

confirmed, the RF generator may be activated and the tumor ablated
via the workflow kernel and intervention engines [Fig. 5(H)].

31.5.3.5 Assessment of initial ablation of tumor and completion
of operation

After the initial treatment, the results of the ablation are evaluated.
The post-ablation images and data from biosensors will be analyzed
and the patient model will be updated through a synchronized effort

Table 7. First-Order Process: Operative Procedure, Second-Order Process:
Electrode Placement and Ablation

Workflow
Step

Related TIMMS
Action/Function

Agent/Device/
Description

TIMMS Engine or
Repository

1. Intervention
engme.

2. Imaging and
biosensors engine.

3. Kernel for
workflow and
knowledge and
decision
management.

4. Validation engine.

(Continued)

RF electrode
insertion and
feedback
based
adjustments.

1. The RF generator
is brought online.

2. The RF electrode
is deployed.

1. Registration and
navigation agents
provide
coordinated,
synchronized
function with real
time imaging.
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Table 7. (Continued)

Workflow Related TIMMS Agent/Device/ TIMMSEngine
Step Action/Function Description or Repository

Ablation with 1. Tumor ablation is 1. Workflow
physiologic, performed. kernel.
and imaging 2. Intervention
feedback. engine.

3. Imaging and
biosensors
engine.

Evaluate 1. The post-ablation 1.Adaptive 1. Imaging and
results of images and data workflow agent. biosensors
initial from biosensors 2. Patient model engine.
ablation. will be analyzed integrator. 2. Modeling

and the patient engine.
model will be 3. Workflow
updated. kernel.

2. The adaptive 4. Validation
workflow agent engine.
will suggest
changes to the
executing
workflow based
on current data.

3. Need to repeat
ablation will be
indicated.

4. The planning
steps will be
repeated with
development of
new executing
workflow.

Additional 1.Reposition RF 1. Registration and 1. Intervention
ablations electrode as navigation agents engine.
performed indicated. provide 2. Imaging and
with 2. Perform additional coordinated, biosensors
physiologic tumor ablation. synchronized engine.
and imaging function with real 3. Kernel for
feedback if time imaging. workflow and
necessary. knowledge and

decision
management.

4. Validation
engine.
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Fig. 5(1). TIMMS components for evaluating adequacy of tumor ablation, and for
the completion of the operative procedure.

of the imaging and biosensors engine, the modeling engine, the workflow
kernel, and the validation engine. If necessary, the adaptive workflow
agent will suggest changes to the executing workflow based on cur-
rent data, for a second ablation [Fig. 5(1)].

If all parameters indicate a successful ablation treatment, the
electrode will be removed and a completion scan will be performed
to rule out complications.

31.5.4 Post-Operative Care

31.5.4.1 Completion of operation and patient assessment

After the ablation procedure is completed, physiological monitoring
continues, with the imaging and biosensors engine updating the patient
model. The EMR Agent will update the patient's medical records
with a report of the procedure and its outcome [Fig. 5(J)].

The validation engine will perform a variety of validation func-
tions, including outcomes analysis, statistical evaluation, compli-
cation recording, etc. This data is sent to repositories and the EMR,
and will be available for additional evaluation and research pur-
poses. All required quality assurance procedures and documenta-
tion will be completed. When post-operative assessment indicates164
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Table 8. First-Order Process: Operative Procedure, Second-Order Process:
Assessment of Initial Ablation and Completion of Operation

Workflow Related TIMMS Agent / Device/ TIMMSEngine
Step Action/Function Description or Repository

Evaluate 1. The post-ablation 1. Adaptive 1. Imaging and
results of images and data workflow agent. biosensors engine.
initial from biosensors 2. Patient model 2. Modeling engine.
ablation. will be analyzed integrator. 3. Workflow kernel.

and the patient 4. Validation engine.
model will be
updated.

2. The adaptive
workflow agent
will suggest
changes to the
executing
workflow based
on current data.

3. Need to repeat
ablation will be
indicated.

4. The planning
steps will be
repeated with
development of
new executing
workflow.

Additional 1. Reposition RF 1. Registration and 1. Intervention
ablations electrode as navigation agents engine.
performed indicated. provide 2. Imaging and
with 2. Perform coordinated, biosensors engine.
physiologic additional tumor synchronized 3. Kernel for workflow
and ablation. function with and knowledge and
imaging real time decision
feedback if imaging. management.
necessary. 4. Validation engine.

that patient is stable and ready for transfer, and when validation
procedures have been completed, the patient safety agent will indi-
cate that the patient is ready for transfer to the recovery room
[Fig. 5(J)].
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31.6 MODELLING TOOLS OF TIMMS AND STEPS

TOWARDS STANDARDS

Standards relating to medical imaging and communication for
non-real time diagnostic and related activities are well defined by
DICOM and are an integral part of TIMMS.Most of the image and
presentation states IOD's, which are defined in DICOM, are also
relevant to surgery.

Models and their associated management have not been con-
sidered in DICOM intensively, except through some work done in
DICOM we 07,we 17 and we 22. Modelling and simulation in
surgery however, are key functions for SAS's pre- and intraopera-
tively. Interfacing of tools which support these functions comprises
a relatively new scope for DICOM.
Todefine model and simulation, a definition by 0 Balci4may be

used "Amodel is a representation or abstraction of something such
as an entity, a system or an idea. Simulation is the act of experiment-
ing with or exercising a model or a number ofmodels under diverse
objectives including acquisition, analysis and training." As indicated
in Fig. 2, both modelling and simulation are critical components of
an SAS,particularly for planning and intervention activities.

It will be a significant extension of current DrCOM efforts to
complement the image centric view with a model centric view for
developing DrCOM objects and services. Some rOD's which make
use of the concept of a model are listed in DrCOM PS 3.3 as part
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Workflow
Step

Physiologic
and post-
anesthesia
monitoring.

Procedure
validations.

Discharge
patient to
recovery
room.

Related TIMMS
Action/Function

1. Post-operative
assessment is
performed.

2. The patient model
is updated from
real time
physiologic data.

3. Orders for
post-operative
care are written.

1. Validation processes,
including outcomes
analysis, statistical
evaluation,
complication
recording, etc. are
performed.

2. Data sent to
repositories and
EMR.

1. When post-operative
assessment indicates
that patient is stable
and ready for
transfer, and when
validation
procedures have
been initiated, an
indicator will
light up.

Agent/Device/
Description

1. Patient model
Integrator and
EMR agent update
patent model and
patient record.

Cognitive agents
perform quality
assurance
procedures and
EMR agent adds
documentation to
repositories and
EMR.

TIMMS Engine
or Repository

1. Imaging and
biosensors
engine.

2. Modeling
engine.

3. Kernel for
workflow and
knowledge
and decision
management.

1. Validation
engine.

2. Kernel for
workflow and
knowledge and
decision
management.

1. Validation
engine.

of annex C 8.8. "radiotherapy modules." Currently, approximately
40 modules have been specified for radiation therapy. They imply
a limited spectrum of data types and data structures with differ-
ent degrees of complexity, e.g. simple lists or tree structures. In

the context of a TIMMS, a more comprehensive view on mod-
elling than for example in radiation therapy, will be necessary.
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Not only as regards the modelling tools for generating different
types of data structures, but also with respect to the modelling
engine which carries out the modelling task. This engine will
occupy a central position in the design of a SAS and the TIMMS
infrastructure.

By default, the broader the spectrum of different types of
interventional/ surgical workflows which have to be considered for
standard interfacing support, the more effort has to be given for
designing appropriate rOD modules and services. The following
list contains some examples of modelling tools and aspects, derived
from different types of surgical workflows, which may have to be
considered for future standard activities such as DreaM:

• Geometric modelling including volume and surface
representations

• Properties of cells and tissue
• Segmentation and reconstruction
• Biomechanics and damage
• Tissue growth
• Tissue shift
• Prosthesis modelling
• Fabrication model for custom prosthesis
• Properties of biomaterials
• Atlas-based anatomic modelling
• Template modelling
• FEM of medical devices and anatomic tissue
• Collision response strategies for constraint deformable objects
• Variety of virtual human models
• Lifelike physiology and anatomy
• Modelling of the biologic continuum
• Animated models
• Multiscale modelling
• Fusionlintegration of datalimages
• Registration between different models including patient, equip-
ment and OR

• Modelling of workflows
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Real time aspects identified for imaging during intervention are
equally applicable for the generation and management of these mod-
els. In addition to defining mechanisms to enable real time communi-
cation, it will also be one of the first tasks of standardization to agree
on a list of relevant models to be considered for DICOM IOD's.

31.7 GENERAL MOTIVATION FOR STANDARDS
IN SURGERY

31.7.1 Meetings

A number of special workshops and seminars which have addressed
the medical, technical, economic and related problems of the OR
have taken place in recent years in Europe and in the USA. The most
notable recent meetings with a focus on IGT, surgical workflow and
standards in the OR were:

(1) UCLA Seminars on Imaging and Informatics, September 22-25,
2003, Lake Arrowhead, CA, USA.5

(2) Leipzig University Forum, ICCAS, October 2003.6

(3) Workshop on "OR2020: Operating Room of the Future", March
18-20,2004, Ellicott City, MA, USA?

(4) CARS/SPIE "Joint meeting on Surgical Workflow, PACS and the
OR of the Future," June 26,2004, Chicago, IL, USA.8

(5) UCLA Seminars on Imaging and Informatics, October 4-6, 2004,
Lake Arrowhead, CA, USA.9

(6) NCIGT and NA-MIC Workshop on Image Guided Therapy,
Rockville, MD, October 19-20,2006.10

Standards and interoperability of devices were a common theme of
almost all of these meetings. Exemplary for this effort are the insight
and results given by two working groups established for the OR
2020 Workshop? It is worth noting that approximately one third of
the participants of the OR 2020 Workshop were MD's, R&D PhD's
and representatives from the industry and government institutions
respectively. The problems which were identified before and then
elaborated during the workshop by the two working groups, are
summarized as follows: 169



31.7.1.1 Working group 1:Operational efficiency and workflow

This group focused on examining requirements for achieving
increased efficiencies in the OR. These requirements focused on
needed mechanisms for accessing and obtaining correct and cur-
rent patient-related information and scheduling, and accessing use
of correct surgical tools. The group also discussed developing sur-
gical practice standards that define day-to-day, step-by-step sur-
gical workflows. Four of the most critical technical needs which
were identified for improving OR efficiencies and workflow are as
follows:

(1) creating accessible "patient-centric" medical records,
(2) developing readable equipment locator/tracking mechanisms,
(3) resolving OR teamwork/personnel issues; and
(4) developing and following technical standards in the OR.

31.7.1.2 Working group 2: Systems integration
and technical standards

This group focused on the need for interoperability among a broad
range of devices that are used in the OR.Toachieve seamless integra-
tion among devices, it was recommended, that a standard interface
for interoperability among these technologies should be developed
using a plug and play platform. This group also discussed the need
for device standards that will enable configurability and easy use of
these tools in the OR.

Many details have been listed by the two working groups as poten-
tial solutions to the above problems, here included as a summary
recommendation7 :

0) Standards, standards, standards. If there was an overarching
theme of the workshop, this was it. Standards are needed in all
areas, and must be developed through a concerted effort involv-
ing companies, government agencies, academic institutions, and
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perhaps standards organizations. Research studies of surgical
workflow and efficiencies are required to develop practice stan-
dardization and thus realize improvements.

(2) Progress on the first recommendation will also enable progress
on device interoperability. It is recommended that research be
devoted to developing common user interfaces among medical
devices, and that the device industry take the lead in perform-
ing this research with input for academic institutions and gov-
ernment agencies. A "plug and play" architecture for medical
devices is also needed.

Of particular interest is here the statement that standards are
needed in all areas and must be developed through a concerted effort
involving companies, government agencies, academic institutions,
and perhaps standards organizations. Motivating these players to
work in a concerted effort towards standards can only be achieved,
of course, if it is in their business interest. One of the critical questions
which needs to be addressed is:

"Is the OR of the Future (ORF) a viable economic reality?"ll

31.8 SURGICAL WORKFLOWS (WF) FOR MEDICAL
IMAGING (MI) IN SURGERY

Standards for creating and integrating information about patients,
equipment, and procedures are vitally needed at the outset in plan-
ning for an efficient ORF. To determine these standards, research is
needed to define day-to-day, step-by-step surgical workflow prac-
tices and create surgery workflow models per procedures or per
variable cases.

An example that might be used to better understand (and even-
tually improve on) or workflows and efficiencies is the recent work
carried out by the integrating the healthcare enterprise (IHE) initia-
tive and its definitions of work profiles and efficiencies in healthcare
outside of the surgical room. This body of experts develops rec-
ommendations for the healthcare industry on ~ow to implement171



standards. (Note:'IHE's members do not develop the standards
themselves.)

Furthermore, the IHE initiative has developed "integration pro-
files" that enable consistent access to images and reports for cer-
tain medical specialties (such as radiology). Surgical profiles have
not been developed yet, but they are needed (a widespread opin-
ion expressed at the OR 2020 Workshop), as is a "surgical DICOM."
Today's DICOM standard is not suitable for many imaging types
and working modes that are needed in the or (e.g. it does not cover
real time, and 3D and higher dimensional issues, nor does it address
interactivity).

31.8.1 Recording of Workflows

With these objectives in focus, a detailed workflow analysis12 has
been carried out by the Technical University Berlin (TUB) and
the Innovation Center for Computer Assisted Surgery (ICCAS) in
Leipzig. The aim is to model and visualize surgical procedures in
order

- to allow a correlation between workflows of different types of
surgical procedures, e.g. to obtain a measure of similarity between
workflows,

- to assist in identifying (e.g. through simulation, see Fig. 6), those
parts of the same and between different workflows (Surgical Inte-
gration Profiles - SIP's) where a process redesign with automated
activities may prove to be of a clinical and economic advantage,

- to provide concepts and data to assist in the specification, design,
implementation and in vivo usage of new information and com-
munication technology and mechatronic systems.

An important aspect when recording workflows is their mod-
elling and representation technology. Amongst many possibilities
and derived from the above work, the workflow management coali-
tion standard is being recommended for workflow recording within
WG24. Figure 7 shows an example of a surgical workflow in ortho-
pedic surgery. 172



31.8.2 Dynamics of Workflows and the Model of the Patient

It is important to consider workflows to be dynamic entities. For
WG24, they serve as reference (not best practiced!) workflows and
are updated at regular intervals to detect within the workflows pos-
sible changes in imaging and patient modelling requirements. For
example, it can be expected, that molecular imaging modalities will
impact workflow for oncologic patients substantially.13Radiation
resistant parts of a tumor may be defined with molecular imaging
to a higher precision giving rise to include surgicallinterventional
ablation procedures combined with radiation therapy as a possible
regimen.
A well defined workflow and a high fidelity patient model will

be the base of activities for both, radiation therapy and surgery. Con-
sidering the present and future requirements for surgical planning
and intervention, such a patient model must be n-dimensional, were
n may include the spatial and temporal dimensions as well as a

173



_________ I_T_A_rc_h_it_c_ct_u_TC_al_1d_S_ta_11_d_a_rd_s_fi_or_a_T_IM_M_S ~.

Orthopedic Surgery

Total Hip Replacement Surgery

Sub-'iVorhflowLe'1el-'1

pre-operati ,e / patient

! record

--i

uspected di agnosis

referring surgeon!

patient comments!

(Iinical nndi ngs

dennition of procedure

nd, cony. OR-planning,

Request (-ann and

navigati on, posS bly

carbontable

---- . reop plan on aceate

sheet (drav'ingJ, or

jigital preop pi anning

in digitai form at

_nv. preop pi anning, materi al

from OR (II, na',igation, ".),

material from steriiization

(instrument tray3, implants)------

I

L+mPlant wmp. rep.

patient posrtioned on

able, instnunent tray'S

pen, II ancl naVigation

ready; diagnosis on

l1e'1vbox

174



number of functional variables. 2D imaging and 2/2 D or 3D recon-
structions are, by definition as subset of an n-dimensional patient
model and its representation in the electronic medical record (EMR).

As the boundaries between radiation therapy, surgery and inter-
ventional radiology are becoming less well defined,14 precise patient
models will become the greatest common denominator for all ther-
apeutic disciplines.

In summary, TIMMS provides a process and system for a com-
prehensive surgical assist system, which combines and integrates
all of the necessary information and communication technology;
workflow analysis, data processing and data synthesis; interactive
interfaces between surgeon and mechatronic devices; and agents; to
provide comprehensive assistance and guidance throughout com-
plex medical and surgical therapies, such as image guided surgery.
The components of TIMMS, which are modular, scalable and may
be distributed in location, act synergistically to provide functionality
and utility that exceeds the sum of its individual parts.
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CHAPTER II

Future Trends in Medical and

Molecular Imaging

Recent advances in computerized medical imaging and associated areas
of basic and applied sciences, engineering, medicine and computing tech-
nologies have created a synergy among researchers and scientists to
explore complex issues related to the onset of critical diseases for better
understanding of physiological processes from molecular to organ and
behavioral levels. Future trends are expected to continue to develop more
complex and sophisticated tools in the investigation of biological func-
tional and pathologies associated with the onset of critical diseases for
early diagnosis, treatment, evaluation and interventional protocols. This
chapter points out some areas and challenges of future teclmology devel-
opment with potential applications.

32.1 FUTURE TRENDS WITH SYNERGY IN MEDICAL
IMAGING APPLICATIONS

In recent years, clinical medicine and healthcare have been rev-
olutionarized through multidisciplinary technological advances.
Critical health care technologies including diagnostic radiology,
surgery and rehabilitation extensively use computerized systems
to continuously improve diagnosis, treatment and prognosis. These
technological advances have emerged from a synergy of many
specialized areas including engineering, computer science, math-
ematics, and other basic, applied and social sciences. Today, we can
critically measure neurological signals of the brain with under a
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millimeter spatial resolution over a fraction of second to diagnose
and characterize neurological disorders and diseases. As the techno-
logical contributions are impacting medicine and clinical practice,
higher goals and standards are being established to achieve better
diagnosis, treatment and healthcare. The synergy of advanced tech-
nologies such as computerized medical imaging, high volume data
storage and database architecture, picture archiving and commu-
nications systems, wireless networking, and display technology is
leading to better patient care with more computer processing, mod-
eling and analysis, leaving less room for guesswork.

Medical imaging technologies provide complimentary informa-
tion from molecular to organ levels. Current and future trends in
fMR, diffusion-MR, positron emission tomography (PET), ultra-
sound/ and optical imaging are targeted towards obtaining molecu-
lar information from the cellular structure of tissue.

Advanced imaging techniques are expected to explore biolog-
ical investigations to develop signatures and models for under-
standing physiological processes associated with //presymptomatic//
conditions leading to specific diseases and pathologies. Future
technological developments in multimodal molecular and cellular
imaging should allow early detection of cellular/neurological devia-
tions in critical diseases such as Alzheimer' s disease, autism, or mul-
tiple sclerosis, before the first symptomatic sign(s). This is of great
importance given the fact that sometimes many neurological dis-
eases (such as Alzheimer's disease, where several decades can pass
between the initial neurological deviations and observed behav-
ioral changes) have exceedingly long incubation periods. Current
imaging paradigms rely on the expression of the first symptomatic
sign(s), scientists then try to correlate, on anad hoc basis, the observed
signs with cellular and/ or neurological deviations. The problem is
that by the time the symptoms are expressed, the disease is prob-
ably already in a relatively advanced stage (e.g. shrinkage of the
brain in the case of Alzheimer's disease). Therefore, it is important
to improve the patient care that the future imaging methods and pro-
tocols must be able to detect critical diseases in a presymptomatic
stage for better preventive treatment, and at the same time provide
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robust, efficient and reliable support for early diagnosis, treatment,
evaluation and intervention protocols.

32.1.1 Trends in Targeted Imaging and Image Fusion

Targeted imaging provides a systematic investigation into a physio-
logical process for the assessment of the nature and extent of pathol-
ogy through multilevel analysis of information from molecular to
organ levels. Recent discoveries in molecular science and medi-
cal imaging contrast agents are setting up future trends in design-
ing specific contrast agents for multidimensional medical imaging
modalities such as ultrasound, PET, fMR and optical fluorescence
imaging to study molecular interactions defining abnormal physio-
logical processes linked with the onset of a disease. Targeted contrast
agents provide an opportunity to image physiology or pathology
that might be otherwise difficult to distinguish from the surrounding
tissue without targeted contrast enhancement. For example, encap-
sulated microbubbles in ultrasound imaging can provide informa-
tion about activated neutrophil, a cell involved in the inflammatory
response (www.ImaRx.com).

The technology of using specific contrast agent for targeted
imaging can also be used for better drug delivery in criti-
cal therapeutic protocols. It is expected that future diagnostic,
treatment-evaluation and therapeutic-intervention protocols will
use specific multimodality targeted imaging with computerized
analyses through models using molecular signatures of physiolog-
ical processes. For example, tumor-induced angiogenesis is a com-
plex process involving tumor cells, blood, and the stroma of the
host tissue. Studies related to angiogenic growth factors linked with
endothelial cells has shown that vascular integrin alpha v beta 3
may be a useful therapeutic target for diseases characterized by
neovascularization.1 Thus, avf33 is a prime candidate for molec-
ular targeting and can be monitored through advanced imaging
methods.

Furthermore, nanoparticle conjugated novel MRI contrast
agents can be used in order to directly observe gene expression,
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metabolism and neurotransmission. The great advantage of these
novel contrast agents is their ability to provide such information in
a noninvasive fashion. This enables important cellular and metabolic
processes to be observed for the first time from whole animals over
repeated time periods.2
One of the major challenges in using several advanced technolo-

gies such as EKG,EEG,CT,MRI, fMRI,PET,etc. is how to integrate
information from several complimentary technology instruments.
The process of information fusion requires computer processing of
large data files with a common standard and coordinate system so
that information from different instruments can be easily read and
integrated to target the specific region. Though efforts have been
made in establishing common formats for images and data from
different instruments, the files are usually transported to a common
computing environment off-lineafter the images and measurements
are acquired from corresponding instruments. Such systems provide
large datasets to handle in the real-time on-demand environment. It
is still a challenge for acquisition, storage, analysis, and communica-
tion of integrated information resulting from multimodality image
fusion.

32.1.2 Image Fusion for Surgical Intervention

Real-time information fusion and analysis is critical for interactive
surgical interventional protocols. Today, a surgeon studies every
piece of available radiological and pathological information includ-
ing 3-D images from X-ray CT,MRI, Nuclear medicine and ultra-
sound images, and pathology reports before planning a surgery.
Computers are used to plan surgical or radiation procedure before a
patient is brought into the operating room in piecemeal fashion.
Computers are used to integrate all information from radiologi-
cal imaging and diagnostic protocols but without a user friendly
graphic user interface display mechanism. Computer-based mod-
eling and simulations can also be used to predict the outcome to
study and compare alternatives. Though this is a grand step for-
ward in using technologies in surgery, this is just a beginning in180



learning how a spectrum of technologies can be used to optimize
the diagnosis, interactive surgery, treatment, and patient care.

However, the current operating rooms and instrumentation
technologies do not allow an interactive surgical procedure in the
operating room where the intermediate steps can be evaluated in
real-time to ensure the success of the planned surgical procedure.
The new goal in operating room of the future is to integrate tech-
nologies to facilitate interactive surgery with intervention proce-
dures for minimally invasive surgery with completely/maximally
possible successful outcome.

There are some leading clinical and research facilities where
the operating rooms of the future are being designed. At MGH,
Dr Warren Sandberg is designing an operating room of the
future (ORF). Information is found on the internet (http://
www.cimit.org/ orfuture.html). Another ORF is being built to
include MRI in the operating room at the University of
Maryland Medical Center (http://www.umm.edu/news/releases/
orjuture_opening.html) (see Chapter 31 for additional details).
These efforts are starting to realize the potential of interactive
integrated information to perform minimally invasive surgery.
However, defining specific sources of information needed for data
acquisition and information fusion to be used during the surgery to
evaluate surgical plan enroute with dynamics of the tissue response
would be a key factor that would guide future design of ORs. The
other issue is whether there should be one general ORF or they
should be designed on the basis of specific categorical needs defin-
ing specific instrumentations for data fusion and analysis for the
surgeon's use. The design of future operating room has to address
challenges in the following three categories:

(1) Architecture: If the patient has to be examined through differ-
ent complimentary diagnostic and radiological systems such
as EKG, ECG, EMG, DF, CT, ultrasound, MRI and/ or nuclear
medicine before, and sometimes during the operation, the
patient should remain on a stable operating table without much
movement. Therefore, every instrument has to come to the
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patient bed rather than having the patient moved into different
rooms. Therefore, the first challenge is to have instrumentation
and architecture of the operating room synchronized in such a
way that any instrument needed for measurement or imaging
can be easily slipped around the patient bed without obscuring
the surgeon's access to the patient.

(2) Networking and Information Fusion: If there are several
instruments that are being used to acquire complimentary infor-
mation necessary to evaluate the surgical procedure and tissue
response in real-time, all data files from different instruments
must follow common format and standards for networking
and communications to a central computer. Thus, data output,
communication and networking among all equipment must be
effective and without any noise interference. Such type of data
acquisition and wireless communication environment require
a very fast and high volume data throughput with common
standards.

(3) Human-Machine Interface: The overall goal of bringing all
technologies together is to help a surgeon in the continuous
evaluation of the ongoing surgical procedure for any neces-
sary modification to successfully perform minimally invasive
surgery. This requires an enormous task of information fusion of
high-volume data from several instruments, and analyses to fil-
ter out only the useful and necessary information that a surgeon
needs to know to evaluate and revise the surgical plan. All of this
has to be done in real-time with a proper and effective human-
machine interface to the surgeon and in some cases, guiding the
surgical instruments as well such as needed in robotic assisted
surgery.

Even with the above conceptual description of the future operat-
ing room, it is quite clear that technologies and expertise from so
many disciplines including architecture, engineering, computer sci-
ence, basic and applied sciences, psychology and human perception
have to work together to create a synergy to successfully develop an
efficient operating room of the future.
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32.2 TRENDS IN LARGE-SCALE MEDICAL IMAGE DATA
STORAGE AND ANALYSIS

With the large amount of image data accumulated daily from med-
ical imaging modalities, picture archiving and communication sys-
tems (PACS) in hospitals, we can take advantage of these resources
to investigate the concept of imaging informatics. PACS-based med-
ical imaging informatics is to use existing PACS resources including
images and related data for systematic large-scale horizontal and
longitudinal clinical service, education, and research applications
that could not have been performed before because of insufficient
data and unavailable tools.

32.2.1 PACS-Based Medical Imaging Informatics

Medical imaging informatics infrastructure (MIll) is the vehicle
to facilitate the utilization of PACS in addition to its daily clini-
cal service. Figure 1 illustrates MIll components and their logical
relationship.3 The PACS, Data Grid, Grid Computing, and CAD-
PACS integration discussed in Chapter 21 are components in the
MIll infrastructure. The integration of CAD-PACS, Data Grid and
Grid Computing is an example of large-scale MIll components inte-
gration. Another example is the use of Data Grid and Computing
Grid for image-based clinical trials to be discussed in the following

Research Clinical Service Education

Application Middleware Application Middleware Application Middleware

Mil Database & Knowledge Base Management, Simulation and Modeling, Data Mining

Image Processing

Analysis, CAD, Grid

Computing, Statistics

Tools

Visualization

and Graphics

Tools

Graphical User

Interface

Tools

Fig. 1. MIll components and their logical relationship. The second layer from
bottom are common tools in MIll; the third layer is general database, knowledge
base, simulation and modeling, and data mining software packages; the fourth
layer is application specific software; and the top layer is customized application
software. CAD, PACS,data grid and grid computing facilities are components in
each layer.
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subsection. The use of MIll concept for other applications in large-
scale medical image data storage and analysis will be continuously
explored and solidified by researchers in medical imaging.

32.2.2 Data and Computing Grids for Image-Based
Clinical Trials

Clinical trials playa crucial role in testing new drugs or devices in
modern medicine. Medical imaging has also become an important
tool in clinical trials because images provide a unique and fast diag-
nosis with visual observation and quantitative assessment. A typical
imaging-based clinical trial consists of: (1) A well-defined rigorous
clinical trial protocol; (2) a medical image core that has a quality
control mechanism, image analysis, a biostatistics component, and
a server for storing and distributing data and analysis results; and
(3)many field sites that generate and send image studies to the medi-
cal imaging core. As the number of clinical trials increases, it becomes
necessary for the core which services multiple trials to have a server
robust enough to administrate and quickly distribute information
to worldwide participants. The Data Grid can satisfy the aforemen-
tioned requirements of image-based clinical trials.4 A general orga-
nization of an image-based clinical trial with responsibilities of each
component is depicted in Fig. 2. An example of a fault-tolerant Data
Grid with computational services testbed for image-based trials with
two storage nodes (University of Southern California and Univer-
sity of California, Los Angeles), and a third storage with computa-
tion services (Image Processing and Informatics Laboratory (IP!» is
shown in Fig. 3. In this testbed, the DICOM GAP provides DICOM
workstations at field sites access to the Data Grid for trial image
storage and analysis, and results retrieval.

32.3 MEDICAL IMAGING TO BRIDGE THE GAP BETWEEN
DIAGNOSIS AND TREATMENT

Most medical images have been used for diagnostic purpose. In
order to communicate images from modalities to workstations for
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Fig. 2. A generic image-based clinical trial organization layout and responsibilities
of each component.
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Fig. 3. An image-based clinical trial testbed with two storage nodes (USC, UCLA)
and a third storage node with computational services (IPI, USC). The DICaM GAP
provides access for DICaM workstations at filed sites to store, perform image anal-
ysis and retrieve results from the DICaM Data Grid.
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different applications, DICOM standard was developed in 1992.
Radiation therapy (RT)was the first to use medical images for treat-
ment planning and dose calculation. Since RTuses many other medi-
cal image data unique to its own application, DICOM standard was
not sufficient to cover its utilization for RT. As a result, DICOM
RT was ratified with seven RT-specific DICOM objects in 1999.5

Both DICOM and RT DICOM are evolving standards, new DCIOM
objects and specifications are being developed and rectified continu-
ously. During the past ten years, image-assisted and guided surgery
has become popular. In order to perform image-assisted surgery
successfully, it requires image communication and display as well
as surgical workflow profiles. The results are the need of an extended
DICOM standard for image-guided surgery. The new DICOM Work-
ing Group (WG24) with experts in both medical imaging and
surgery has been formed to develop an image-assisted and guided
surgery specification.6 We use minimally invasive spinal surgery
(MISS) as an example to describe the concepts of image-guided and
assisted surgery and the role of medical imaging in bridging the gap
between diagnosis and treatment, as well as the informatics aspect
of MISS.

32.3.1 Minimally Invasive Spinal Surgery (MISS) - Background

Back and neck pain is the price human beings pay for poor pos-
ture, prolonged sitting, lifting, repeated bending, obesity, and injury
from accidents. It is providing the USA with a massive economic
headache. Approximately 85 percent of inhabitants of the west-
ern world are afflicted with some degree of back or neck pain at
some point in their lives. About 25 percent of our population has
been incapacitated for two weeks or more due to back pain and
an estimated eight to ten million people have a permanent disabil-
ity from it. The economic impact is obvious. In most cases, simple
treatments such as bed rest, exercise, physiotherapy, and pain med-
ication bring relief. Many sufferers are not so fortunate. If one or
more of their vertebral discs ruptures and presses on nerve roots,
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Fig. 4. Examples of MISS on lumbar, cervical, and thoracic spines. Arrows show
the areas where the disc protrudes the spine. Upper row: preoperation, Lower row:
postMISS operation (courtesy of Dr John Chiu).

the pain radiating from the back or neck and down the limbs can
be incapacitating and severe (see top row, Fig. 4). Until recently,
the only treatment was surgical removal of part of the ruptured
disc, a major operation that required general anesthesia, the dis-
section of muscle, removal of bone, manipulation of nerve roots,
and, at times, bone fusion. In an effort to overcome the disadvan-
tages of traditional surgical techniques, the scientific medical com-
munity began exploring the use of endoscope (arthroscopy) for MISS
operation.

An endoscope provides clear visualization and magnification of
deep structures. With the advancement of scientific technology and
miniaturization, including fiber optics, video imaging technology,
laser treatment and experience gained through minimally invasive
spinal surgery, there is a less traumatic discectomy procedure for
some patients with disc problems. In the recent years, the devel-
opment of image-guided surgery has improved the precision and
reduced surgical tissue trauma?
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The MISS procedure is performed in a digital endoscopic operat-
ing room (OR, Fig. 5) with an array of various types of presurgical
diagnostic images including digital fluorography (DF), CT,MR, and
ultrasound; and real-time vital sign waveforms (right bottom and
left upper, Fig. 5), surgical images like DF and digital endoscopic
images (Top left and right upper, Fig. 5).8 Depending on the type of
spinal surgery, the MISS procedure is done with the patient under
either a local anesthesia or in some situations, a brief general anes-
thesia. Using the minimal exposure Digital Fluoroscopy (DF) and
the endoscope digital video image for guidance, a small hollow

Staff

RN,
Tech

• Teleconferencing

- telesurgery

Fig. 5. A digital endoscopic OR for MISS operation of today with various images
and waveform data scattering in the suite. With the design and implementation
of the ePR, future MISS OR will have the benefit of streamlined patient pre and
during surgical operation data to improve the efficiency and effectiveness of MISS
(courtesy of Dr Jolm Chiu).9
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tube (~6mm in diameter) is inserted into the disc space. A vari-
ety of surgical instruments can be used through the hollow tube
including miniforceps, curettes, trephines, rasps, burrs, cutters, and
other types of probes for disc decompression. Lasers are also used to
shrink and tighten the disc and to remove portions of the protruded
disc. The procedure takes about 15 minutes per disc on the average.
The discectome, a hollow probe, is used to cut, suction and remove
small pieces of disc material. Enough disc material is removed for

ePR

Server &

Web Portal

John Doe

r
PACS Im~a~~smJ

CT
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Real Time Surgical Images

E
C-ARM Fluoroscopy

Endoscopic Images

Surgical Video
Wave form Signal

I EEG
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•••
Fig. 6. (A) The infrastructure of a MISS ePR system showing the connections of
various presurgical and during operation MISS linages, waveforms and related
clinical data (see also Fig. 5). (B)The patient worklist graphic user interface design
of the ePR.
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decompression of the nerve root. A laser is used to shrink and to
tighten the disc. The supporting structure of the disc is not affected.
Upon completion, sutures and a small band-aid are applied to the
incision. This endoscopic procedure is also used currently for bony
decompression in spinal stenosis. Overall, endoscopic spine surgery
has a patient satisfaction score of 91 percent, and a 94 percent suc-
cess rate (for a single level of disc problem). The complication rate
is much less than 1 percent and mortality rate directly from spinal
disc surgery is zero.9 Figure 4 shows a cervical, thoracic and lumbar
spine before and after MISS operations.

32.3.3 The Informatics Aspect of MISS

Image informatics technologies can been used to facilitate MISSlO by
first integrating all images, vital sign waveforms, and other related
data to streamline surgical workflow; and implementing an ePR
(electronic patient record) system for data management and out-
come analysis. Figure 6 shows the work-in-progress of a MISS ePR
system design; Fig. 6(A) depicts the workflow of integrating image
and related data, and Fig. 6(B) is the graphic user interface of the
MISS patient worklist. The deployment of such a MISS ePR will
facilitate the improvement of effectiveness and efficiency of MISS of
the future.l1

Liu Band Zhou Z, at IPI, USC contributed substantially to the
projects described in this chapter, which have been partially sup-
ported by the National Institutes of Health, USA: NIH R01 EB00298,
NIH R01 LM 07606, T32 EB00438; and the MIl Corp. Dr John Chiu of
the California Spine Institute provided materials used in the MISS
operation.
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